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Beginning in 2019, the House of Representatives Standing Committee on Social Policy and Legal Affairs (the Committee) conducted an inquiry into age verification for online wagering and online pornography (the inquiry).

The Committee recommended the Australian Government direct and adequately resource the eSafety Commissioner (eSafety) to develop a roadmap for the implementation of a regime of mandatory age verification for online pornography (the roadmap), setting out:

- a suitable legislative and regulatory framework
- a program of consultation with community, industry, and government stakeholders
- activities for awareness raising and education for the public
- recommendations for complementary measures to make sure age verification is part of a broader, holistic approach to address risks and harms associated with the exposure of children and young people to online pornography.

The then-Australian Government supported the recommendation, noting the roadmap should be based on detailed research as to if and how a mandatory age verification mechanism or similar could practically be achieved in Australia.

To inform this work, eSafety:

- conducted a call for evidence and held extensive multi-sector consultations, summaries of which are available online
- undertook both desktop and primary research, including a survey and focus groups with participants aged 16-18, supported by further discussions with the eSafety Youth Council
- commissioned an independent assessment of age assurance and online safety technologies from Enex Testlab
- consulted with relevant agencies and departments across government.

The methodology, results and broader context of these processes are explored in detail in a background report. This roadmap is a high-level summary of eSafety’s analysis and findings. Following each section of the report, we set out:

- proposed next steps for eSafety
- recommendations to the Australian Government
- any suggested relevant factors to consider as part of the forthcoming independent review of the Online Safety Act 2021 (Cth) (the Act).
Summary of key findings, proposed next steps and recommendations

The roadmap reflects the guiding principles derived from our stakeholder consultations:

1. take a proportionate approach based on risk and harm
2. respect and promote human rights
3. propose a holistic response that recognises the roles of different stakeholders and supports those most at-risk
4. ensure any technical measures minimise data and preserve privacy
5. consider the broader domestic and international regulatory context
6. consider what is feasible now and anticipate future environments.

Summary of key findings, proposed next steps and recommendations

A complete list of the recommendations for the Australian Government can be found in Appendix A.

If and how a mandatory age verification mechanism or similar for online pornography could practically be achieved in Australia

Key findings

- eSafety’s research with 16-18-year-olds found 75% of participants had seen online pornography. Of those, nearly one third saw it before the age of 13, and nearly half saw it between the ages of 13 and 15. The broader evidence base about the potential impacts of online pornography on children is complex and conflicting, and more research is needed to address existing gaps and limitations in the literature.

- While online pornography and children’s experiences with it are not homogenous, studies point to a common and readily accessible ‘mainstream’ form of pornography. This material can be characterised as targeting a male heterosexual audience, may often contain depictions of sexual violence and degrading sexual scripts about women, and forming a significant proportion of the global online pornography market. It can be difficult to disentangle the potential impacts of online pornography from the broader context in which it is situated, however, there is research pointing to an association between mainstream online pornography and harmful sexual attitudes and behaviours.

- Age assurance[^4] on its own will not address this issue. There are several reasons for this, including that many relevant studies point to an association between adult (18+) consumption of pornography and gender-based violence. However, to the extent that age assurance can serve to increase the age at which children encounter online pornography, making it more likely they are equipped with the critical reasoning skills and context to interpret what they are seeing, it can serve as a key component of a holistic response to preventing and mitigating this harm.

- Australia is not alone in exploring age assurance for various harms. Countries are at different stages of considering and implementing measures. As a result, the online industry is increasingly adopting more robust approaches beyond asking users to self-declare their age. However, significant gaps remain.

- According to eSafety research[^5], more than three in four Australian adults support government implementation of age assurance for online pornography. However, there are concerns about effectiveness, privacy, and security. These themes – and concerns about accessibility, fairness and bias – were echoed by young people and multi-sector stakeholders.
Summary of key findings, proposed next steps and recommendations

• These considerations informed the development of assessment criteria which an independent test lab applied to review age assurance technologies available on the market, including biometric (age and voice) estimation and identity document (ID)-based tools. They also reviewed a recent European age assurance pilot and international standards for age assurance.

• The independent assessment found the age assurance market is immature but developing. Each technology has benefits and trade-offs. For example, ID-based solutions can provide a high level of certainty but risk excluding those without access to ID, whereas facial estimation technology is promising but may offer a lower level of certainty, and may vary in accuracy based on skin tone, gender, and physical differences. Consumer choice to select the option users are comfortable with, and which works for them, is a key lesson from the European pilot.

• For these and other reasons explored below, age assurance technologies should be trialled in Australia, based on lessons from pilots conducted elsewhere, before being mandated. While eSafety should be involved in the development, implementation, and evaluation of any such pilot, we do not presently have the resources, capabilities, or expertise to lead its delivery.

Next steps and recommendations snapshot (see page 27 for full details)

eSafety:
• Continue cross-government collaboration with activities relating to mainstream online pornography as a contributor to harmful gender stereotypes.

Australian Government:
• Fund specialist research examining the experiences with and impacts of online pornography with specific groups of children who are under-represented in existing literature.
• Trial a pilot before seeking to prescribe and mandate age assurance technology, informed by the considerations set out below.

A suitable legislative and regulatory framework

Key findings

We suggest there are two parts to the relevant legislative and regulatory framework.

• The first part would establish the expectations and requirements for service providers within the online industry to apply age assurance and other complementary measures to prevent, or limit, children’s access to online pornography. The Online Safety Act can help fulfill this component, as the existing Australian framework for promoting online safety and seeking to regulate online access to such content. The Act and its subordinate legislation contain existing requirements or expectations for some online services to apply age assurance or other measures to prevent children from encountering high impact material such as online pornography. This includes the Online Safety (Restricted Access Systems) Declaration 2022 (Cth) and the Online Safety (Basic Online Safety Expectations) Determination 2022 (Cth). Industry codes or industry standards to prevent children’s access to this type of material will also be developed for eight sections of the online industry, in accordance with the requirements in Part 9 of the Act.

• The Minister is to initiate an independent review of the Act by January 2025, providing an important opportunity to consider potential issues for reform identified in the process of developing the roadmap. This includes lessons learned from the challenges other regulators have encountered in enforcing age assurance requirements in other jurisdictions.

• The second part of the legislative and regulatory framework would establish a regulatory scheme for the accreditation and oversight of age assurance providers, to promote privacy, security, strong governance, transparency, trustworthiness, fairness, and respect for human rights. Based on our consultations across government, at this stage, there is likely no existing regulator or accreditation body that has the full breadth of experience and capability to provide all the necessary functions.
However, there is substantial work well underway to develop an equivalent regulatory scheme for Australia’s Digital Identity System, led by the Digital Transformation Agency. In addition, the Attorney-General’s Department’s Privacy Act Review Report puts forward a range of proposals designed to ensure Australia’s privacy framework responds to new challenges in the digital era. The Australian Government could build on this work – as well as relevant international standards – as the basis for a regulatory accreditation and oversight regime for age assurance. This discovery process could take place alongside the development and execution of an age assurance pilot, to increase Australia’s readiness to implement mandatory age assurance should the pilot prove successful.

In addition to developments in relation to the Digital Identity System, there are many other relevant government strategies, inquiries, plans, and legislative proposals underway in relation to privacy, security, human rights, and competition and consumer rights – some of which have a particular focus on biometric technologies (such as those which conduct facial age estimation). These initiatives straddle multiple portfolios, departments, and agencies – all of which should be engaged in the development, evaluation, and potential mandatory implementation of an age assurance pilot.

Next steps and recommendations snapshot (see page 34 for full details)

**eSafety:**
- Continue implementation of the Act, including the Basic Online Safety Expectations and Industry Codes or Standards, informed by the roadmap.
- Contribute to the review of the Act, advising on the suitability of existing regulatory powers to address children’s access to online pornography.
- Continue cross-government collaboration on intersecting initiatives and reforms.

**Australian Government:**
- Implement cross-government stewardship in consideration of a pilot.

**Complementary measures for a holistic approach**

**Key findings**
- A holistic approach needs to consider the contexts and places in which children encounter online pornography. eSafety’s research shows this includes both intentional and unintentional access, occurring across pornography sites (70%), social media feeds (35%), ads on social media (28%), social media messages (22%), group chats (17%), and social media private group/pages (17%).
- Online services’ efforts to ascertain their users’ age are only beneficial if accompanied by complementary measures to create a safe and age-appropriate experience for them. Different complementary measures may be suitable for children of different ages and developmental stages.
- A combination of supervision, safety discussions and the use of filters, safety settings, and parental controls can be highly effective at preventing younger children from encountering online pornography. However, parents and carers need support to access, understand, and apply these measures. Barriers can include cost, low awareness or digital literacy, and inability to calibrate settings. The online industry and government both have a role to play in assisting parents and carers to overcome these barriers.
- These measures can also be applied for older children. However, as children grow up, it becomes more likely they will be able to bypass filters and parental controls if they want to do so.
Summary of key findings, proposed next steps and recommendations

- Children between the ages of 10 and 12 may have less supervision than younger children and may seek to join social media and other online services intended for children who are 13 and older. Accordingly, it is important for those online services to take reasonable steps to prevent underage users from joining and to detect those who do manage to join. Search engines, app stores and other sections of the online industry are also important gatekeepers and should take appropriate steps to keep children safe. A substantial number of children are seeing online pornography at this age, but may not yet have received education about sexuality, consent, and respectful relationships to help them critically interpret this content. Age-appropriate education could help prevent and mitigate its influence.

- Children between the ages of 13 and 15 are more likely to be using their own devices without supervision. Children at this age are also permitted to join most social media services. It is common for children to see online pornography on social media services – both those which permit pornography and those which do not. If a service allows pornography, it should apply settings to prevent it from being accessed by and recommended to children. Among other things, this requires robust age assurance measures at sign-up to ensure the service knows the age of its users. If a service does not allow pornography, this rule needs to be enforced through effective reporting mechanisms and proactive content detection and moderation tools, developed and deployed in consultation with the user community.

- Stakeholders were least concerned about children aged between 16 and 17 accessing online pornography, as they are old enough to consent to sex and are more likely to have received education about sexuality, consent, and respectful relationships by this age. However, children at this age continue to have unintentional and unwanted encounters with online pornography. Online services should seek to minimise the potential for unintentional encounters with online pornography and give users control over their experiences and what they see.

- There is a risk that age assurance measures have the potential to deter users from accessing compliant sites. Instead, they may follow the path of least resistance toward sites which do not comply with age requirements. Accordingly, consideration should be given to complementary interventions in other parts of the digital ecosystem to prevent children from landing at high-risk sites and services in the first place, as well as preventing non-compliant sites from being surfaced at the top of search results.

Next steps and recommendations snapshot (see page 54 for full details)

**eSafety:**
- Raise awareness and provide practical guidance for appropriate interventions across the digital ecosystem through industry engagement, including the Safety by Design initiative.

**Australian Government:**
- Establish an online safety tech centre which serves to support parents, carers, and others to access, understand, and apply safety technologies that work best for their family’s circumstances as one part of a holistic approach to online safety.
Activities for awareness raising and education

Key findings

- The importance of education was highlighted time and again in the research submitted to and conducted by eSafety, as well as in the consultations held across nearly all stakeholder groups – including children and young people themselves.

- Age-appropriate, inclusive, evidence-based, and stigma-free education about online pornography and the related topics of sexuality, consent, and respectful relationships should be available not only to children and young people, but also to the adults who support them to navigate these issues as they mature. This includes parents and carers, educators, and frontline workers. As set out above, parents, carers, and others also need information about technological measures they can apply.

- Education which applies a gender lens and is inclusive of all sexualities may increase resilience to sexist and violent scripts commonly found in mainstream pornography. It may also reduce the likelihood that LGBTIQ+ young people find their sexual education inadequate and seek out information from other sources such as pornography.

- There is a wealth of existing initiatives and good practice to build on in this space, and an array of new work commencing – particularly in the areas of consent, respectful relationships, and prevention of gender-based violence. Ongoing collaboration and coordination will be needed to fill gaps and avoid duplication.

- In addition to information about online pornography and complementary safety tech measures, the introduction of any age assurance pilot or regime should be supported by communication and awareness-raising initiatives to build public knowledge and trust. This should include information about what age assurance is, what measures are in place to support user privacy, and options to use alternative mechanisms if one technology provides inaccurate results or is not easy to access.

Next steps and recommendations snapshot (see page 70 for full details)

**eSafety:**

- Develop evidence-based, age-appropriate educational resources about online pornography with and for children and young people.
- Continue to collaborate across government to integrate resources into relevant curricula and promote best practice approaches through existing networks.

**Australian Government**

- Fund eSafety to develop and raise awareness of tailored resources for specific groups of children and young people, as well as complementary resources for parents and carers, educators, and frontline workers about online pornography and safety technology.
- Develop a mechanism for greater national coordination and collaboration of respectful relationships education.
- Implement awareness raising in consideration of a pilot.
Mandatory age assurance mechanism

If and how a mandatory age verification mechanism or similar for online pornography could practically be achieved in Australia

Background

While the roadmap focuses on children’s access to online pornography, the ability of online service providers to ascertain the age of their users is essential to keeping children safe from a wider spectrum of risks and harms beyond pornography. The development of this capability is a core example of a Safety by Design approach, whereby industry creates safe, private, engaging, and age-appropriate online experiences for the community.

Consistent with stakeholder feedback and global developments, the roadmap considers the broader range of age assurance technologies (such as age estimation) rather than limiting its assessment to age verification.

Age assurance is an umbrella term which includes both age verification and age estimation solutions. The word ‘assurance’ refers to the varying levels of certainty different solutions offer in establishing an age or age range.

Age verification measures determine a person’s age to a high level of accuracy, whereas age estimation technologies provide an approximate age to allow or deny access to age-restricted online content or services. An example of age verification is the use of physical or digital government identity documents to establish a person’s age.

Age estimation can involve the use of biometric data, such as a facial scan or voice recording, to infer a person’s age or age range.

For the purposes of our research, consultation, and background report, we used a broad definition of online pornography: ‘online material that contains sexually explicit descriptions of displays that are intended to create sexual excitement, including sexual intercourse or other sexual activity’. Starting with a broad definition allowed eSafety to consider a wide range of issues and consider research which uses varied definitions of online pornography.

The 2017 Australian Institute of Family Studies (AIFS) report notes there is no singular type of pornography – there is substantial diversity in the forms pornography can take (text, images, video, and audio) as well as the content and production context. This point was also raised throughout our consultations, with stakeholders highlighting that the risks of harm to children may vary depending on the nature of the pornography and other factors.

In line with eSafety’s regulatory posture and priorities and the Committee’s recommendations, eSafety has taken a risks- and harms-based approach to this roadmap.

Global and industry developments

Australia is not alone in exploring how age assurance can contribute to preventing and addressing online harms to children. Countries including France, Germany, and the UK are considering or implementing age assurance requirements. As a result, the online industry is increasingly adopting more robust approaches to determining their users’ ages beyond asking them to self-declare their date of birth. Between the Inquiry in 2019 and March 2023 several companies announced measures relating to user ages. For example:

Roblox is a game-creation platform that allows users to design their own games and play a wide variety of games created by other users. In September 2021, Roblox announced its new Chat with Voice feature, which allows players to communicate with one another, would be available for early access to all users who verify they are at least 13 years of age through an ID scan accompanied by a selfie match to ensure ‘liveness’ and ‘likeness’.

In March 2022, Google announced a new age verification step for Australian users of YouTube, a video-sharing social media service. When attempting to access age-restricted content on YouTube or downloading on Google play, some Australian users may be asked to provide additional proof of age. Google will use this additional step to assure whether a user is above 18, regardless of the age associated with the user’s account. If Google is unable to substantiate that the user is over 18, that user is asked to verify their age, by providing either a photograph of a government-issued ID or by allowing an authorisation on their credit card.

Yubo is a location-based social media app for teenagers to connect with other young people in their local area. In May 2022, it announced the introduction of an age verification system developed in partnership with Yoti to allow users to be confident they are interacting with others of a similar age group. Yubo first launched the use of Yoti’s facial age estimation technology for users aged 13-14, with the goal of scaling the technology across its entire user base by the end of the year. Yubo’s announcement noted this was a first for a social media service of its size.
In June 2022, Meta announced it was testing new options for users to verify their age on its photo- and video-sharing social media service, Instagram, to give them age-appropriate experiences. In addition to providing ID, new options for users included asking others to vouch for their age and taking a video selfie to be shared with Yoti for facial age estimation. In March 2023, this trial was rolled out in Australia.15

Despite this progress, significant gaps remain.

**Public perceptions and important factors**

More than three in four Australian adults surveyed as part of our public perceptions research supported the implementation of age assurance technology by the Australian Government to confirm users meet a minimum age to access online pornography.16 This is consistent with similar research conducted by others.17 However, some respondents reported low confidence in the successful design, implementation, and operationalisation of an age assurance regime, including its effectiveness and ability to safeguard privacy and security. These themes – as well as concerns about accessibility, fairness, and bias – were echoed in eSafety’s research with 16-18-year-olds, conversations with the eSafety Youth Council, and broader stakeholder consultations.

Based on the key factors which emerged from our research and consultations, eSafety developed a set of criteria – comprising design and implementation factors – to assess different categories of age assurance technology.

**Design factors include:**
- level of assurance
- feasibility, including whether the technology is ready to be rolled out and effective in practice
- extent and sensitivity of the data required for the technology to operate
- security and technical integrity of the technology
- accessibility, barriers to inclusion (for example, if access to particular devices or forms of ID is required) and potential for bias (for example, if age estimates may be affected by skin tone, gender, or other characteristics).

**Implementation factors include:**
- transparency and accountability in relation to decision-making, and availability and accessibility of appeals processes
- governance and risk management processes
- flexibility to account for different business models
- certification, accreditation, or auditing against minimum standards
- compliance with privacy legislation
- trustworthiness of the technology (both perceived and actual)
- independent oversight
- availability of multiple options to enable customer choice
- fairness, accessibility, and equity
- compatibility with human rights considerations
- proportionality to the risks of harm based on the best available evidence.

eSafety commissioned Enex Testlab to carry out an independent assessment of age assurance technologies available on the market, including facial and voice age estimation tools (biometrics), as well as tools which rely on identification documents.

**Findings from the independent assessment**

The independent assessment found facial analysis tools, which use machine learning models to estimate a person’s age based on their facial proportions and characteristics (and which then delete the image), to be the most viable and privacy-preserving within the biometrics category.18 This is despite concerns these technologies may create barriers to inclusion as they may not perform well for some skin tones, genders, or those with physical differences. In consultations, stakeholders also raised concerns in relation to the collection and use of sensitive biometric information.19

Voice age analysis and capacity assessment tools are less mature. The independent assessment also pointed out voice analysis and capacity testing tend to be limited by the fact a person’s ability to read, speak, or write does not always correlate to their biological age. In addition, they can be affected by accents, low language fluency or disability, also potentially creating barriers to inclusion.

Enex Testlab tested two solutions which use hard identifiers to verify a person’s identity, including their age.20 The identifying information is stored securely on their mobile device and is capable of being reused when needed. As with other products which require government-issued documents for identity verification, this can create barriers for those who do not have access to such documents. However, the use of such identifiers is common and offers a relatively high level of age assurance compared to other options. While there are risks in relation to privacy and security, the use of trusted and accredited third-party providers with strong privacy and security practices may mitigate these risks.21
The independent assessment also reviewed the status of relevant international standards and findings from recent age assurance trials conducted by euCONSENT in Europe.22

Given potential concerns with privacy and security, one of the most relevant components of the euCONSENT pilot was the use of a ‘tokenised’, interoperable, and double-blind approach to preserve user anonymity. This is where age-restricted websites do not know the identity of a user, and the age assurance service provider does not record which sites a user visits.

An electronic token can be produced once a person’s age is verified or estimated by an age assurance provider.23 Rather than providing a user’s specific age, tokens can be limited to confirm whether a user meets a minimum age requirement. This allows the online service to confirm age requirements are met without viewing or collecting users’ personal information. The system can be designed so the token is stored in a device’s digital wallet or browser and may be reused for a period of time, when trying to access age-restricted services requiring the same level of assurance. This can serve to reduce friction for users and to reduce regulatory burden for age-restricted services. Implementation of this mechanism can be tailored to the relevant age-restricted service and parameters of the system.

French data regulator, Commission Nationale Informatique & Libertés (CNIL), in partnership with cryptography researchers, has also developed and released an open-source demonstration of a zero-knowledge proof exchange based on cryptography concepts.24 Models like this allow only the age attribute to be shared and shares neither information about the user’s identity with the age-restricted service nor information about the nature of the age-restricted service with the provider of the age attribute. This may mitigate concerns about user privacy, and in particular concerns about tracking users’ online behaviour.

The independent assessment’s main finding is the age assurance industry and its associated technologies are new and still evolving. The assessment suggests age assurance technologies should be trialled in the Australian context before being prescribed, building on lessons learned through the euCONSENT pilot. In particular, Enex Testlab supported the development of an internationally defined age token and the provision of multiple accredited options for consumers to select their preference for proving their age. They noted the benefits of storing such tokens at the device level through digital wallets and suggested any age assurance regime should be aligned with existing and developing Australian frameworks discussed below in ‘legislative and regulatory framework’.

Age assurance requirements and expectations under existing regulations

The Online Safety Act 2021 (Cth) includes an Online Content Scheme providing eSafety with powers to regulate and, in some cases, remove illegal and restricted content, defined by reference to the National Classification Scheme.25 Pornography may be class 1 (Refused Classification) or class 2 (X18+ or R18+) content, depending on its nature.

- **Class 1 (RC) online pornography**: This includes material that depicts, expresses, or otherwise deals with matters of sex, cruelty, or violence in a way that offends against the standards of morality, decency, and propriety generally accepted by reasonable adults. Under the Guidelines for the Classification of Films 2012, this covers depictions of sexual or sexualised violence, sexually assaultive language, and consensual depictions which purposefully demean anyone involved in that activity for the enjoyment of viewers. It also covers specific fetish practices, including body piercing, application of substances such as candle wax, ‘golden showers’, bondage, spanking, or fisting.

- **Class 2 (X18+) online pornography**: Other sexually explicit material that depicts actual (not simulated) sex between consenting adults.

- **Class 2 (R18+) online pornography**: Material which includes realistically simulated sexual activity between adults, or high-impact nudity or violence.

eSafety’s powers in relation to such content differ depending on the classification or likely classification. In some cases, eSafety can issue enforceable removal notices and in other cases, eSafety can issue enforceable remedial notices requiring class 2 material to be placed behind a restricted access system (RAS).26 The operation and limits of the RAS provisions are described in more detail in the legislative and regulatory framework section below.

The Basic Online Safety Expectations (the Expectations)27 and the industry codes or standards are also described in detail below. Expectations include that social media services,28 relevant electronic services,29 and designated internet services30 take reasonable steps to prevent access by children to class 2 material, which includes pornography. The industry codes or standards under the Act are being developed in phases. The first phase, focusing on child sexual exploitation material and material that is pro-terror or contains extreme crime and violence, is currently in progress.31 Following its completion, the second phase will commence. This will focus on children’s access to high impact material, including pornography.

---

### Mandatory age assurance mechanism

- **Age Verification Roadmap**
- **Demonstration of a zero-knowledge proof exchange based on cryptography concepts.**

Given potential concerns with privacy and security, one of the most relevant components of the euCONSENT pilot was the use of a ‘tokenised’, interoperable, and double-blind approach to preserve user anonymity. This is where age-restricted websites do not know the identity of a user, and the age assurance service provider does not record which sites a user visits.

An electronic token can be produced once a person’s age is verified or estimated by an age assurance provider. Rather than providing a user’s specific age, tokens can be limited to confirm whether a user meets a minimum age requirement. This allows the online service to confirm age requirements are met without viewing or collecting users’ personal information. The system can be designed so the token is stored in a device’s digital wallet or browser and may be reused for a period of time, when trying to access age-restricted services requiring the same level of assurance. This can serve to reduce friction for users and to reduce regulatory burden for age-restricted services. Implementation of this mechanism can be tailored to the relevant age-restricted service and parameters of the system.

French data regulator, Commission Nationale Informatique & Libertés (CNIL), in partnership with cryptography researchers, has also developed and released an open-source demonstration of a zero-knowledge proof exchange based on cryptography concepts. Models like this allow only the age attribute to be shared and shares neither information about the user’s identity with the age-restricted service nor information about the nature of the age-restricted service with the provider of the age attribute. This may mitigate concerns about user privacy, and in particular concerns about tracking users’ online behaviour.

The independent assessment also reviewed the status of relevant international standards and findings from recent age assurance trials conducted by euCONSENT in Europe. Given potential concerns with privacy and security, one of the most relevant components of the euCONSENT pilot was the use of a ‘tokenised’, interoperable, and double-blind approach to preserve user anonymity. This is where age-restricted websites do not know the identity of a user, and the age assurance service provider does not record which sites a user visits.

An electronic token can be produced once a person’s age is verified or estimated by an age assurance provider. Rather than providing a user’s specific age, tokens can be limited to confirm whether a user meets a minimum age requirement. This allows the online service to confirm age requirements are met without viewing or collecting users’ personal information. The system can be designed so the token is stored in a device’s digital wallet or browser and may be reused for a period of time, when trying to access age-restricted services requiring the same level of assurance. This can serve to reduce friction for users and to reduce regulatory burden for age-restricted services. Implementation of this mechanism can be tailored to the relevant age-restricted service and parameters of the system.

French data regulator, Commission Nationale Informatique & Libertés (CNIL), in partnership with cryptography researchers, has also developed and released an open-source demonstration of a zero-knowledge proof exchange based on cryptography concepts. Models like this allow only the age attribute to be shared and shares neither information about the user’s identity with the age-restricted service nor information about the nature of the age-restricted service with the provider of the age attribute. This may mitigate concerns about user privacy, and in particular concerns about tracking users’ online behaviour.

The independent assessment’s main finding is the age assurance industry and its associated technologies are new and still evolving. The assessment suggests age assurance technologies should be trialled in the Australian context before being prescribed, building on lessons learned through the euCONSENT pilot. In particular, Enex Testlab supported the development of an internationally defined age token and the provision of multiple accredited options for consumers to select their preference for proving their age. They noted the benefits of storing such tokens at the device level through digital wallets and suggested any age assurance regime should be aligned with existing and developing Australian frameworks discussed below in ‘legislative and regulatory framework’. Age assurance requirements and expectations under existing regulations

The Online Safety Act 2021 (Cth) includes an Online Content Scheme providing eSafety with powers to regulate and, in some cases, remove illegal and restricted content, defined by reference to the National Classification Scheme.25 Pornography may be class 1 (Refused Classification) or class 2 (X18+ or R18+) content, depending on its nature.

- **Class 1 (RC) online pornography**: This includes material that depicts, expresses, or otherwise deals with matters of sex, cruelty, or violence in a way that offends against the standards of morality, decency, and propriety generally accepted by reasonable adults. Under the Guidelines for the Classification of Films 2012, this covers depictions of sexual or sexualised violence, sexually assaultive language, and consensual depictions which purposefully demean anyone involved in that activity for the enjoyment of viewers. It also covers specific fetish practices, including body piercing, application of substances such as candle wax, ‘golden showers’, bondage, spanking, or fisting.

- **Class 2 (X18+) online pornography**: Other sexually explicit material that depicts actual (not simulated) sex between consenting adults.

- **Class 2 (R18+) online pornography**: Material which includes realistically simulated sexual activity between adults, or high-impact nudity or violence.

eSafety’s powers in relation to such content differ depending on the classification or likely classification. In some cases, eSafety can issue enforceable removal notices and in other cases, eSafety can issue enforceable remedial notices requiring class 2 material to be placed behind a restricted access system (RAS). The operation and limits of the RAS provisions are described in more detail in the legislative and regulatory framework section below.

The Basic Online Safety Expectations (the Expectations) and the industry codes or standards are also described in detail below. Expectations include that social media services, relevant electronic services, and designated internet services take reasonable steps to prevent access by children to class 2 material, which includes pornography. The industry codes or standards under the Act are being developed in phases. The first phase, focusing on child sexual exploitation material and material that is pro-terror or contains extreme crime and violence, is currently in progress. Following its completion, the second phase will commence. This will focus on children’s access to high impact material, including pornography.
Evidence to inform such a mandate

In considering if and how age assurance mechanisms for online pornography could be mandated through these or other avenues to prevent and mitigate harm to children, it was important to review the research on the nature of children’s encounters with online pornography and associated risks and impacts.

However, there are limits to the research and literature, and it can be difficult to disentangle the potential impacts of online pornography from the broader context in which it is situated.32

To ensure this report was informed by the experiences and views of children and young people, eSafety conducted primary quantitative and qualitative research with participants aged 16-18. This research explored participants’ lived experience in relation to their encounters with, and ideas about, online pornography; the support they want to receive about navigating online pornography; and their views on age-based restrictions of online pornography and age assurance technologies.

There are a wide range of individualised factors for children which may affect their experiences with online pornography, and their risk or experiences of harm – including age, gender, education, relationship with parents or carers, other experiences of abuse or harm, their family, and cultural views on pornography.33 We heard a diverse range of views and experiences from both our stakeholders and our research participants aged 16-18.

Many children encounter online pornography unintentionally,34 as discussed in the ‘complementary measures’ section below. When children seek out pornography, they do so for curiosity and for sexual arousal but also boredom, relaxation, education, and as a joke. While most pornography may not provide sound advice about consent and safer sex practices, a systematic review published in 2020 found pornography can offer viewers, especially gay male viewers, useful information about the mechanics of sex, as well as allowing viewers to explore and learn about their own sexual identity, sexual desire, and sexual pleasure.35

In our research, LGB+36 participants were also significantly more likely to say there were some positive effects of online pornography on young people learning about sex and exploring their sexuality than straight participants. Some stakeholders reflected this may be due to a lack of other representations or learning sources for young LGBTIQ+ people – including a lack of inclusive sex education in schools.27

Most research participants aged 16-18 thought there were negative (negative or very negative) effects of online pornography on young people’s understanding and expectations of consent (74%), sex (76%), relationships (76%), and gender (64%).38 A smaller proportion of the young people surveyed (43%) thought online pornography had a negative or very negative effect on young people learning about sex and exploring their sexuality.

Research submitted to and conducted by eSafety shows it is common for children to see online pornography.29 There is significant variation in when, where, and how they see this content, as well as in the type and form of content they find. For example, findings from eSafety’s research with 16-18-year-olds revealed almost half (47%) the participants who had seen online pornography first encountered it when they were 13, 14, or 15 years old. Places where they encountered this content varied from pornography websites (70%), social media feeds (35%), ads on social media (28%), social media messages (22%), group chats (17%), and social media private group/pages (17%). Younger participants were more likely to report unintentional encounters with online pornography compared to 18-year-olds (74% v 60%) while 18-year-olds were more likely to report intentional access (69% v 51%).
Our research found that several demographic factors, including non-heterosexual identity, impacted on the age when the young people surveyed first encountered online pornography. LGB+ young people (54%), young people with disability (53%), and/or young people who speak a language other than English at home (LOE; 47%) were significantly more likely to first encounter online pornography before the age of 13 compared to the general sample (39%).

While the research is complex, and in some cases, conflicting, the main harm which emerges is an association between mainstream pornography and attitudes and behaviours which can contribute to gender-based violence. Other potential impacts and harms, including connections between online pornography and harmful sexual behaviours, and risky or unsafe sexual behaviours, are explored at length in eSafety’s background report. This report adopts the definition of mainstream pornography developed by the Australian Institute of Family Studies (AIFS): predominately video content, targeting a male heterosexual audience, and forming a significant proportion of the global pornography market. Some studies have characterised the nature of mainstream pornography as containing and normalising depictions of sexual violence and degrading sexual scripts about women.

eSafety consulted both large, international providers of online pornography, as well as local industry bodies representing Australian sex workers and pornography producers and performers. This consultation highlighted significant differences within the industry.

Local industry bodies submitted that many producers of content domestically are female and/or LGBTIQ+ and operate as sole trader producer-performers. In comparison, MindGeek, a Canadian company, employs more than 1,800 people worldwide and owns one of the most popular pornography video aggregator sites (Pornhub), several other aggregator sites and multiple major production brands such as Brazzers and Reality Kings.

Between these two ends of the spectrum are a variety of businesses with different business models and levels of size, maturity, capacity, and capability to adopt technological measures to promote children’s safety. What constitutes appropriate steps for one provider might create an undue burden for another. In determining what is proportionate and reasonable in the circumstances, it is important to consider the potential differential in risk to children posed by different types of services.

Some of the most accessed pornography sites from Australia, in order of popularity, are Pornhub (owned by MindGeek S.A.R.L based out of Luxembourg and Canada, and recently acquired by Ethical Capital Partners), Xvideos and Xnxx (both owned by WGCZ Holdings and based in the Czech Republic), XHamster (owned by Hammy Media based in Cyprus), and Chaturbate (owned by Triplebyte and based in the US).

Given the reach of these large businesses – and the nature of the content freely available on their homepages – they have a particularly significant responsibility to take reasonable steps to prevent children from accessing their services. A 2021 study in the UK analysed the titles of more than 130,000 videos from Pornhub, XHamster, and XVideos and found 12% of videos shown to first-time users on a homepage described sexual activity that constitutes sexual violence.

As of November 2022, Pornhub was the most popular pornography site in Australia and the 14th most visited website from Australia overall. On average, there are 13,600,000 monthly Google searches for ‘pornhub’ from Australia. Pornhub is also one of the most popular sites worldwide, with an estimated 33 million European Union (EU) monthly users and 2.3 billion monthly total visits worldwide.

Many of these services are also subject to legal enforcement action from regulators who have implemented requirements of age verification. While these sites are often tagged as ‘Restricted to Adults’, XHamster has an age gate for first time visitors, their services have little else in place to prevent children from accessing this content. France and Germany have taken regulatory action against Pornhub and Xhamster for allegedly failing to restrict children’s access to pornography. France has also taken regulatory action against Xvideos and Xnxx. These enforcement actions are ongoing – international regulators have faced challenges enforcing national law on international companies and with non-compliant sites using ‘mirror’ sites to circumvent blocking orders.

Online pornography is also found on a range of other sites and services. A recent survey commissioned by the Children’s Commissioner in England found 41% of participants (16-21) who had seen online pornography had viewed it on Twitter, a social media service which allows pornography but requires it to be tagged as sensitive and hidden from under 18 accounts. This was more than dedicated pornography sites (37%) and other social media sites

### Social media services where 16-18 year olds have seen pornography

<table>
<thead>
<tr>
<th>Platform</th>
<th>16-18 year olds seen pornography</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>41%</td>
</tr>
<tr>
<td>Instagram</td>
<td>33%</td>
</tr>
<tr>
<td>TikTok</td>
<td>23%</td>
</tr>
<tr>
<td>Reddit</td>
<td>17%</td>
</tr>
<tr>
<td>Dedicated site</td>
<td>37%</td>
</tr>
</tbody>
</table>

[UK Children’s Commissioner, ‘A lot of it is actually just abuse’: Young People and Pornography, January 2023]
A mandatory age assurance mechanism, on its own, will not address the issue of pornography’s influence and association with attitudes and behaviours which can contribute to gender-based violence. However, to the extent age assurance and other forms of safety technology may increase the age at which children are likely to encounter online pornography featuring sexism, misogyny, or gender-based violence, they may also contribute to reducing harmful attitudes and behaviours towards girls and women. This provides opportunities for children to receive respectful relationships education prior to viewing such content. As discussed below in ‘education’, starting online safety and respectful relationships education early, and reinforcing it often to support critical thinking skills and provide counter-narratives to harmful scripts often present in mainstream pornography is crucial.

Coordination with the National Plan

The relationship between pornography and violence is also an important component of the broader National Plan to End Violence against Women and Children 2022-2032 (National Plan), which outlines what needs to happen to achieve the vision of ending violence in one generation. The National Plan gives specific attention to pornography and explicitly names it as a key area of focus for addressing gender-based violence in Australia. Accordingly, it will be important to coordinate any initiatives flowing from this report with the Department of Social Services and others implementing violence prevention efforts under the National Plan.

Remaining gaps in evidence

There are still substantial gaps in the evidence base. These include the experiences of First Nations children. While we know from eSafety’s recent research that the prevalence of access is similar among First Nations children, we do not have a clear understanding of how their experiences and support needs may differ. Representatives from eSafety travelled to several regional and remote First Nations communities across the latter half of 2022 and spoke to several Aboriginal community members aged 10-70 about a range of online safety issues. In the majority of these discussions, community members raised, without prompting, the topic of children’s access to online pornography and their perceptions and concerns of its impact on the child and their community at large.

Research is also needed on the experiences of younger children, and those who are culturally and linguistically diverse. In addition, research on the intersections between online pornography, harmful sexual attitudes and behaviours, and emerging technologies such as generative artificial intelligence and immersive environments is limited due to the nascence of these technologies. There will be an ongoing need for research as the nature of the online environment and the risks to children continue to evolve.

While further research is needed, the available evidence provides sufficient direction for initial action.
2. Develop, implement, and evaluate a pilot before seeking to prescribe and mandate age assurance technologies for access to online pornography.

- eSafety recommends a trial of age assurance technologies and the use of digital tokens in the Australian context. This reflects international experience, similar state initiatives such as Service NSW’s digital age verification pilot and aligns with independent technical advice.
- While eSafety should be involved in the development, implementation, and evaluation of any such pilot, we do not presently have the resources or expertise to lead its delivery.
- eSafety recommends the Australian Government consider the following arrangements in relation to a pilot. These are in addition to the considerations relating to cross-government stewardship raised below in the ‘legislative and regulatory framework’ section:

<table>
<thead>
<tr>
<th>Privacy impact assessment:</th>
<th>The Privacy (Australian Government Agencies – Governance) APP Code 2017 (Cth) requires Australian Government agencies subject to the Privacy Act 1988 (Cth) to conduct a privacy impact assessment for all high privacy risk projects.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaboration with euCONSENT:</td>
<td>Consistent with our independent technical advice, and to facilitate international harmonisation and build on lessons learned to date, eSafety recommends working with the euCONSENT consortium and building on the outcomes of their European trial of an interoperable, privacy-preserving, and choice-enhancing age assurance system.</td>
</tr>
<tr>
<td>Multiple use cases:</td>
<td>As in the euCONSENT project, eSafety recommends the initial trial be conducted using dummy sites with different use-cases. In addition to online pornography, these could include online wagering and online alcohol sales, though we note there are already several initiatives underway in these areas. Alternative use cases could include establishing minimum age to use a social media service, and/or determining age for purposes of providing consent to collection of personal information. If the pilot is successful, and government decides to implement an age assurance mechanism, consider doing so in a way that is consistent across various age-restricted industries to reduce the risk of stigma associated with a pornography-specific measure and enable government to determine the appropriate level of assurance for each use case. Testing this technology across use cases also aligns with the findings in the myGov audit, which calls for a nationally consistent approach to digital services across levels of government.</td>
</tr>
<tr>
<td>User choice:</td>
<td>Consistent with stakeholder and technical feedback, eSafety recommends the pilot provide users with a range of options to confirm their age, including technologies that verify and estimate age. This is to be inclusive of users who do not have access to or feel uncomfortable about a particular method of age assurance.</td>
</tr>
</tbody>
</table>

Technologies: To promote international harmonisation, eSafety suggests technologies which have been approved for use in other jurisdictions, accredited under existing international standards, and already in use by the online industry should be prioritised for inclusion in a pilot.

Double-blind, tokenised approach: Due to stakeholder support for, and an increasing international adoption of, the privacy-preserving tokenised double-blind approach to age assurance, eSafety recommends this Australian pilot is designed to test this approach and its reusability through digital wallets. eSafety additionally recommends its trial using a device-based token as opposed to one stored in a browser to aid user experience. The pilot could utilise a third-party exchange provider to transfer information with consent between dummy sites and age assurance providers to further protect user privacy.

Compatibility with the Trusted Digital Identity Framework and complementary government processes would be beneficial should government choose to support an ongoing system beyond the pilot, to reduce the regulatory burden on commercial providers who participate in both age assurance and identity verification.

Consultation: eSafety recommends ongoing input from the stakeholder groups consulted for the development of this report, including children and young people, parents and carers, the adult industry, the online industry, digital rights advocacy groups, and academics, researchers, and non-government organisations (NGOs) across a range of relevant disciplines.

Awareness raising: Following findings from eSafety’s research, eSafety recommends the pilot be accompanied by a campaign to educate and increase public awareness of how these technologies work, including how they use, store, and protect data.

Comprehensive and transparent evaluation: eSafety suggests the pilot be evaluated against a pre-established set of criteria, which could include accuracy and effectiveness of technology, barriers to inclusion and digital participation, bias, user experience, compatibility with human rights, extent of interoperability, and whether participants have the option to exercise granular control over their privacy and are provided with resources to support their informed consent to sharing data. Note this is not an exhaustive list but an indication of the breadth of considerations in delivering a successful pilot.

Cross-government stewardship: As explained in the next section, eSafety believes any the pilot should be a cross-government initiative with engagement from multiple agencies and departments working on issues at the cross-section of online safety, privacy, security, and human and consumer rights.
Legislative and regulatory framework

A suitable legislative and regulatory framework

The Committee recommended that the roadmap consider a suitable legislative and regulatory framework for implementing mandatory age assurance. eSafety suggests there are two parts to this legislative and regulatory framework.

Online safety regulatory framework

The first part would establish the expectations and requirements for service providers within the online industry to apply age assurance and other complementary measures to prevent, or limit, children's access to online pornography.

Online Safety Act

The Online Safety Act 2021 (Cth) can help fulfill this component, as the existing Australian framework for promoting online safety and seeking to regulate online access to such content. The Act, which took effect in January 2022, covers many of the key sections of the online ecosystem. In addition to social media services, relevant electronic services and designated internet services defined above, there are provisions which apply to hosting services, search engine services, internet service providers and those who manufacture, supply, maintain or install certain equipment. The Minister is to initiate an independent review of the Act by January 2025, providing an important opportunity to consider potential issues for reform identified in this paper. The review of the Act and any subsequent reforms are also likely to be informed by consultation and accompanied by awareness raising efforts.

Classification, removal, and remedial powers

The Act's Online Content Scheme defines material by reference to the National Classification Scheme. Pornography is not a distinct category of material under the Scheme – instead, online pornography is classified as Refused Classification (RC), X18+ or R18+, depending on what it contains. eSafety's powers under the Act differ depending on the actual or likely classification.

If material is or is likely to be classified RC (i.e., class 1 material), eSafety can issue enforceable removal notices, regardless of where it is hosted or provided from. If material is X18+ or is likely to be X18+ (which the Act treats as a subset of class 2 material), eSafety can issue enforceable removal notices, but only if it is provided from Australia. If material is likely to be R18+ (which the Act treats as a different subset of class 2 material) and is provided from Australia, eSafety can issue enforceable remedial notices requiring it to be placed behind a restricted access system (RAS).

A RAS is an access-control system that meets the requirements set out in the Online Safety (Restricted Access Systems) Declaration 2022 (Cth) (RAS Declaration). Rather than specify or prescribe technologies or processes to be used by service providers, the RAS Declaration states an access-control system must:

- require an application be made by a person in order to access the relevant material, declaring they are at least 18
- incorporate reasonable steps to confirm an applicant is at least 18
- give warnings about the nature of the material and safety information about how a parent or guardian may control access to the material and
- limit access to the material unless certain steps are followed.

During eSafety's consultations, some stakeholders said the current regulatory framework for online pornography, and its reliance on the National Classification Scheme, is outdated and problematic. They pointed to the current prohibition on specific categories of consensual fetish content, and its potential to stigmatise and censor queer sex practices and content, as an example. In addition, with online pornography potentially falling within three separate classification categories depending on the precise nature of the content, some stakeholders felt there was scope for confusion among regulated entities.

Some stakeholders also highlighted the inconsistency between the age to access pornography (18) and the age of consent to sex (generally 16 or 17 depending on the state or territory). They felt the age of consent could be used to guide the age of access to online pornography. This was echoed in our focus groups with 16-18-year-olds, and eSafety's survey of 16-18-year-olds which found one in two respondents think the age of consent should factor into the age to access to online pornography. The current age differential may create particular challenges in immersive environments, where the lines between pornography as online content versus pornography as sexual activity may be blurred.

The context in which the National Classification Code and classification guidelines were created is very different to the modern online environment. There is now a far greater diversity and volume of content, as well as a greater capacity for users to view content and create and distribute content themselves.

On 16 December 2019, the then Minister for Communications, Cyber Safety and the Arts released terms of reference for a review of Australia's classification regulation. This review sought to develop a classification framework that meets community needs and reflects today's digital environment. The review (the Stevens Review) was published on 29 March 2023.

Any outcomes from the review or future reform of the classification regulation, and their potential implications for the Online Content Scheme, will need to be considered through the review of the Act. eSafety will continue working with the Department of Infrastructure, Transport, Regional Development, Communications and the Arts (DITRDCA), the department which has policy responsibility for classification and online safety.

In addition to these removal and remedial powers, which serve as a safety net to address individual items of content, the Act provides for broader regulatory schemes. These include the development of industry codes or industry standards.
Industry codes and standards and service provider determinations

The Act provides for industry bodies to develop industry codes to regulate certain types of harmful online content, and for eSafety to register an industry code if it meets certain statutory requirements, including the provision of appropriate community safeguards.71 Industry codes are to cover eight key sections of the online industry across the digital ecosystem, including social media, messaging services, search engines, app distribution services, designated internet services (including many pornography sites), suppliers of equipment used to access online services and internet service providers. If eSafety finds a proposed industry code does not meet the statutory requirements, eSafety can determine an industry standard setting the measures for the relevant section of the online industry. Both industry codes and industry standards are enforceable through various mechanisms including injunctions and civil penalty proceedings.

eSafety has been liaising closely with industry in relation to the first phase of industry codes which seek to regulate the availability of class 1 material including child sexual exploitation material, pro-terror and extreme crime and violence.

On 9 February 2023, the eSafety Commissioner wrote to the industry associations to inform them of her preliminary views that the first phase of industry codes, submitted in late 2022, do not provide appropriate community safeguards and are unlikely to meet the statutory requirements for registration. The eSafety Commissioner invited the industry associations to respond and/or resubmit draft industry codes that address eSafety’s feedback. Revised industry codes are due to be provided to eSafety by 31 March 2023.

The development of the second phase of industry codes, which will commence once phase 1 industry codes or industry standards are in place, will seek to address children’s access to high impact content and forms of online pornography (whether likely to be RC, X18+, or R18+), informed by this report. Accordingly, the second phase of industry codes or standards will be an important avenue to require regulated entities to implement some of the good practices for age assurance and complementary measures identified in this report.

In addition to industry codes and standards, the Act’s Online Content Scheme also enables eSafety to develop Service Provider Determinations setting out enforceable rules about matters where the Minister has previously specified legislative rules for such matters.72 It is a matter for the Minister whether service provider determinations could be made in relation to online pornography, considering the ongoing processes in relation to industry codes and/or industry standards. Notably, Service Provider Determinations could apply to most but not all the sections of the online industry covered through industry codes or industry standards.73

Basic Online Safety Expectations

The Act also provides for the Minister to set online safety expectations for service providers called the Basic Online Safety Expectations (the Expectations).74 The Expectations,75 determined in January 2022 by the then-Minister, set out, among other things, that providers should take reasonable steps to make sure technological or other measures are in effect to prevent access by children to class 2 (X18+ or R18+) material.76 They apply to three of the eight sections of the online industry which are covered by industry codes or standards.77 The reasonable steps to meet the Expectations will vary by service, depending on the user base, functionality, and policies. For some Expectations, the Determination sets out examples of reasonable steps that could – but are not necessarily required – to be taken.78

Unlike the commitments to be contained in registered industry codes or determined by industry standards, compliance with the Expectations is not enforceable. However, eSafety may exercise powers under the Act to require providers to report on the steps they are taking to meet the Expectations. There are financial penalties for providers that do not respond to a reporting requirement. In addition, eSafety can publish a statement that a provider has or has not complied with relevant Expectations. This improves transparency and accountability and introduces an element of reputational risk for non-compliance.

Providers should have started reviewing their systems, processes, and policies to ensure compliance when the Expectations commenced in January 2022. Importantly, service providers are expected to take reasonable steps to comply with the Expectations now, rather than waiting for outcomes of any government pilot.
Legislative and regulatory framework

Upon release of this roadmap, service providers can and should consider the good practice measures identified in determining what steps may be reasonable to take.

eSafety has also committed to giving further guidance where necessary to support providers in determining the reasonable steps to implement the Expectations. Such guidance will be informed by this roadmap and the background report.

In addition, information obtained from responses to reporting notices will continue to inform eSafety’s approach to these issues, and understanding of measures industry can take, as well as informing any potential age assurance pilot or mandate.

Compliance and enforcement

eSafety has a range of compliance and enforcement powers under the Online Content Scheme. These include warnings, infringement notices, enforceable undertakings, and court-ordered injunctions or civil penalties.

In some cases, where services have failed to comply with removal notices in relation to material likely to be RC, eSafety can issue link deletion notices to search engines or an app removal notice to an app store to prevent them from facilitating access to the material. Removal or remedial notices can also be issued to hosting services in some cases.

In circumstances involving multiple violations of civil penalty provisions which have caused the continued operation of an online service to represent a significant community safety risk, eSafety can seek a Federal Court order to stop the provision of the service.

In countries such as France and Germany where legislation requiring age assurance is already in place, enforcement has proven challenging, and court processes – including court-ordered mediation – have continued, in some cases, for several years. This points to the benefits of the regulator being empowered to issue notices to other entities within the online ecosystem who can take immediate action to prevent and mitigate harm emanating from a non-compliant service. For example, when the operation of the Act is being reviewed, consideration could also be given to the appropriateness of an additional ISP blocking power (beyond the current, time-limited power in relation to abhorrent violent conduct-related material) for circumstances where services are providing children with access to online pornography, and other measures have proven ineffective to mitigate these risks.

The experience of other jurisdictions points to the need for such notices to apply to “mirror” sites. These are duplicate sites created to circumvent regulatory or legal enforcement action, but the benefits of the regulator being empowered to issue notices to other entities within the online ecosystem who can take immediate action to prevent and mitigate harm emanating from a non-compliant service. For example, when the operation of the Act is being reviewed, consideration could also be given to the appropriateness of an additional ISP blocking power for circumstances where services are providing children with access to online pornography, and other measures have proven ineffective to mitigate these risks.

In circumstances involving multiple violations of civil penalty provisions which have caused the continued operation of an online service to represent a significant community safety risk, eSafety can seek a Federal Court order to stop the provision of the service.

Privacy, security and governance regulatory framework

The second part of the legislative and regulatory framework would establish a regulatory scheme for the accreditation and oversight of age assurance providers. Before the use of specific age assurance technologies is prescribed, stakeholders told us measures need to be in place to alleviate concerns about privacy and security, and also satisfy the implementation factors raised above. These include the need for independent oversight, strong governance, transparency, trustworthiness, fairness, and respect for human rights. To promote international harmonisation, this work should be aligned with relevant international standards which are in place or under development.

There is substantial work already well underway to develop such a framework for Australia’s Digital Identity System. The Australian Government should build on this work to establish a similar regulatory accreditation regime to the Trusted Digital Identity Framework for age assurance.

Establishment of such a regulatory scheme should include consideration of a strong, independent regulator or accreditation body with functions including:

- accreditation
- compliance and enforcement related to accreditation
  - enabling capabilities, such as:
    - register of accredited providers
    - application portals for prospective providers
    - any enabling IT infrastructure for the regulatory regime
- general regulatory functions – reporting, publication of guidance etc.

Based on our consultation across government, at this stage, there is likely no existing regulator or accreditation body that has the full breadth of experience and capability to provide all the necessary functions, particularly in relation to this type of digital accreditation. However, building on the work of equivalent accreditation regimes in government such as the Trusted Digital Identity Framework could provide a good basis for starting discovery work on how an accreditation scheme could operate.

The Digital Transformation Agency (DTA) is responsible for strategic and policy leadership on whole-of-government and shared information and communications technology investments and digital service delivery. Accordingly, it is an essential stakeholder in any pilot or mandate involving age assurance. In addition to the work of the DTA, there are several other important components of the overall age and identity verification landscape in Australia. This includes the recent independent review of myGov, the Privacy Act Review report, various initiatives and collaborations across states and territories, and the Data and Digital Ministers Meeting.

As the agency which designs and develops service delivery systems to meet the diverse needs of the community, in partnership with public, private, and NGO sectors. Services Australia is another critical stakeholder in this space.
The Trusted Digital Identity Framework provides that entities accredited under it must abide by the Privacy Act 1988 (Cth) (Privacy Act), or a state or territory law providing an equivalent level of protection. Accordingly, accredited providers will be subject to privacy obligations (either the existing privacy laws they are covered by, or by being brought into coverage under the Privacy Act). This means important privacy protections, such as the obligation to notify of a relevant data breach, will be extended to all providers.

The Privacy Act Review Report proposes that privacy impact assessments should be conducted by all entities covered by the Privacy Act prior to commencing a high privacy risk activity and that further consideration should be given to how enhanced risk assessment requirements for facial recognition technology and other uses of biometric information may be adopted. It also proposes a new requirement that the handling of personal information must be fair and reasonable, and a Children's Online Privacy code governing how digital platforms use children's data be introduced.

A Children's Online Privacy code would clarify the principles-based requirements of the Privacy Act in more prescriptive terms and would provide guidance on how the best interests of the child should be upheld in the design of online services. For example:

- assessing a child's capacity and establishing their age
- limiting certain collections, uses and disclosures of children's personal information
- default privacy settings
- enabling children to exercise privacy rights
- balancing parental controls with a child's right to autonomy and privacy.

It is expected the code developer would be required to consult broadly with children, parents, child development and welfare experts and industry, as well as eSafety. Public feedback on the report will inform the Australian Government's next steps.

The outcomes of the Privacy Act review will have implications for age assurance and other safety measures to prevent harm to children from online pornography. Accordingly, the Attorney-General's Department (AGD) is an important stakeholder, as well as the Office of the Australian Information Commissioner (OAIC) who regulates the Privacy Act.

Clearly, there is a complex and evolving enabling environment to consider. Beyond the above components, there are also several relevant strategies, inquiries, plans and legislative proposals in relation to security, human rights, and competition and consumer rights – some of which have a particular focus on biometric technologies (such as those which conduct facial age estimation). eSafety suggests the various agencies and departments involved in these initiatives should be consulted as part of any age assurance pilot or mandate. This includes the Australian Cyber Security Centre (ACSC), the Australian Competition and Consumer Commission (ACCC), the Australian Human Rights Commission (AHRC), and the Department of Home Affairs (DHA).

As mentioned above, independent technical advice suggested age assurance technologies should be trialled in the Australian context before being prescribed, building on lessons learned through the euCONSENT pilot. We accept this recommendation. Should the government support eSafety's recommendation to carry out a pilot, we suggest this should be a cross-government initiative, with input from the wide variety of government (and non-government) entities with intersecting equities, remits, and workstreams. Further considerations for a pilot are set out below.

If the Australian Government determines an age assurance system should be established and mandated following an evaluation of the pilot, eSafety suggests this will need to be supported by an appropriate accreditation framework for age assurance providers to be assessed against, and related reforms such as those relating to the Privacy Act. However, eSafety is not suggesting that Australian Government digital identity should be used to confirm age before accessing online pornography. Rather, we are suggesting that any prescribed age assurance technologies should be subject to accreditation and oversight equivalent in rigour and integrity to that of the Trusted Digital Identity Framework.
### Roadmap

#### eSafety’s proposed next steps

**3. Basic Online Safety Expectations**
- eSafety will continue raising awareness of the Expectations among relevant online service providers and encouraging compliance.
- eSafety will ensure guidance produced to support providers in determining the reasonable steps to implement Expectations relating to measures to prevent children’s access to online pornography – including age assurance and complementary measures – is informed by the roadmap and background report.
- eSafety will continue issuing reporting notices to online service providers to enhance their transparency and accountability. Information acquired from reporting notices will continue to inform eSafety’s approach to these issues and understanding of measures that industry can take, as well as informing any potential age assurance pilot or mandate.
- eSafety will provide advice to DITRDC and the Minister in relation to how the Expectations and related provisions in the Act could be strengthened.

**4. Industry codes or standards**
- Development of the second phase of industry codes or standards which will address children’s access to online pornography and other high impact content is expected to commence after the first phase of industry codes and/or industry standards are in place.
- The good practices, gaps, and connections identified in this roadmap and its background paper across different sections of the online industry will help inform the development of these codes, including the complementary measures set out below.

**5. Coordination**
- eSafety will continue to collaborate across government on intersecting initiatives and reforms, such as the classification review, the Privacy Act Review, and digital identity developments.

#### Factors that could be considered as part of the forthcoming independent review of the Online Safety Act

**1.** Any relevant outcomes from the classification review or future classification reform, with a view to applying a consistent approach to online pornography.  
  - For example, consideration could be given to having a single category for online pornography, with relevant powers focused on age restriction rather than removal. Consideration could also be given to the role of a harms-based approach for some categories, instead of an approach centred on offensiveness.

**2.** The potential to extend various provisions of the Act to additional industry sections or entities within the digital ecosystem for the purposes of preventing children’s access to online pornography and promoting compliance with the Act.  
  - For example, consideration could be given to:  
    - extending the application of the RAS Determination and remedial notices to services provided outside of Australia, and to content beyond R18+ material  
    - extending the application of the Expectations and the service provider determinations to all the industry sections which can be covered by industry codes or standards  
    - extending the application of the industry codes or standards to hosting services which host material outside of Australia  
    - extending the application of ISP blocking powers to request blocking of sites (including mirror sites) which repeatedly fail to comply with requirements to prevent children from encountering online pornography  
    - extending the application of the Act to notify non-compliant services to relevant domain administrators and registrars, payment providers, advertisers, shareholders, investors, and others who may cease providing support.

**3.** The applicability of the Act and the suitability of existing regulatory powers to address children’s access to online pornography through emerging technologies, such as generative AI and immersive technologies.

**4.** Resourcing for the implementation and enforcement of the second phase of industry codes or standards, and the expansion of Basic Online Safety Expectations reporting notices.
Additional factors to consider for an age assurance pilot

5. In addition to the factors set out above, eSafety recommends the Australian Government consider the following arrangements in relation to a pilot:

– Cross-government stewardship: A cross-government steering committee or consultation process should be formed to determine the best agency to progress a pilot. We suggest this could include the DTA for digital investment oversight; Services Australia for operational and implementation-related advice; ACSC, AGO, OAIC, and DHA for privacy- and security-related considerations, and AHRC on children’s best interests and broader human rights considerations. In addition, we suggest ACCC could provide competition and consumer rights-related advice, DSS could contribute its expertise in the National Plan and customer verification for purposes of online wagering, and DITRDCA and eSafety could provide advice from an online safety perspective. Consultation with the Data and Digital Ministers could also prove beneficial.

Legislative and regulatory framework

Complementary measures and a holistic approach

Complementary measures and a holistic approach

Recommendations for complementary measures to ensure age verification is part of a broader, holistic approach to address risks and harms associated with children’s encounters with online pornography

Background

In eSafety’s consultations, stakeholders highlighted the importance of taking a holistic approach to the issue of children’s access to online pornography.

Such an approach should consider the roles various participants across the ecosystem can play to prevent and reduce harm in all places where children may be at risk of encountering online pornography. This ecosystem includes both child and adult internet users, the adult industry, governments, NGOs, academics, researchers, and civil society groups. It also includes the many intersecting layers of the online industry, such as age assurance and other safety technology providers, as well as the device a person uses to access the internet, the service that provides their internet connection, and the platforms where content is shared and viewed. Noting the complex relationships between these different entities, a holistic approach should also consider how regulation of one part may have flow-on effects (intended or not) elsewhere.

A holistic approach considers the rights, experiences, and motivations of children, and the different situations and reasons children encounter or seek out pornography. Children’s experiences online change as they age. They use the internet for different purposes and have evolving capacities and increasing independence to participate, learn, and explore online. Different complementary measures to address access to and the influence of pornography may be suitable for different ages and developmental stages.

Consideration should also be given to the roles, responsibilities, and rights of parents and carers, educators, and other adult users of the internet. This includes those who create and perform in pornography, the NGOs and researchers working on these issues, and the range of different products and services that make up the online industry. The human rights implications for both children and adults of measures which seek to restrict children’s access to online pornography should be considered.

In addition, it is important to consider some of the emerging developments which may create new and more visceral harms as well as new opportunities for preventing and mitigating harm to children from online pornography. This includes the use of generative AI and deepfake technologies to produce synthetic online pornography, as well as the potential that the metaverse and immersive technologies may create high-impact, hyper-realistic sexual experiences online which blur the lines between content and conduct.

It is eSafety’s position that any technical measures introduced to address this issue must also be supported by educational measures for children and the adults in their lives. Educational measures are discussed in the ‘education’ section below.
Experiences of under 10s and relevant complementary measures

According to eSafety’s research from 2018, of the 81% of Australian parents with pre-schoolers that use the internet, 94% reported their child was using the internet before the age of 4.\textsuperscript{43} It is therefore critical to start teaching children and the adults in their lives about online safety from the earliest years.

eSafety’s research with 16-18-year-olds found 8% of participants who had seen online pornography first did so when they were under 10 years old. This is broadly consistent with other evidence across the literature, which shows it is relatively uncommon for children to encounter pornography before the age of 10. However, consultation participants reported anecdotal experiences of children viewing or sharing pornography as young as 6 or 7 in a school setting, and there is a perception the age of children encountering online pornography is getting younger. As highlighted above, research is very limited as to the nature of children’s access to online pornography at this age due to ethical and other limitations in surveying children under the age of 16.

Noting that some children have accessed online pornography by this age, some stakeholders suggested late primary school (ages 8 to 10) is a suitable time to start having conversations with children about online pornography in a developmentally appropriate manner, using less explicit language than may be used for older cohorts.

Many children at this age are using shared family devices. This creates opportunities for supervision, discussions about online safety, and implementation of a range of safety technologies which can prevent children from encountering online pornography (in addition to or in place of any age assurance measures which may be voluntary, or mandated). This includes filters, safety and privacy settings, and parental controls.

Filters are used to screen out certain types of content, such as pornography. Safety and privacy settings can include limits on the types of activities a user can engage in, who they can connect with and what type of information about them is shared with others. Parental controls can include filters and safety settings, as well as the ability to supervise use and provide or withhold permission to do certain things, such as download a particular app or visit a particular site. These technologies may be built into products and services or provided by a third-party in the form of software or hardware such as a smart router. They may be on or off by default, and they may be available for free or by payment. They can be applied at various levels, including device- or operating system-level, browser-level, account-level, or network-level.

These technologies can also interact with other layers in the digital ecosystem in different ways. For example, filters may be more likely to capture pornography sites which apply meta tags such as the Restricted to Adults (RTA) label created by the Association of Sites Advocating Child Protection (ASACP).\textsuperscript{44} In addition, the operation of third-party safety technologies may be impacted by the settings, policies or any changes to the settings or policies of operating systems, browsers, app stores, and the like. The second phase of the industry codes or standards which are to be developed under the Act will cover eight sections of the online industry. It will need to consider the connections between different technologies and be informed by this roadmap and its background report. For example, it will be important that search engine services do not inadvertently prioritise links to those pornography sites which do not require assurance over those sites which do employ such steps and where there may subsequently be a relatively high bounce rate\textsuperscript{45} and low dwell time.\textsuperscript{46}

As part of its independent assessment for eSafety, Enex Testlab assessed two third-party software filters and two smart router filters against several different lists, including a list of sites containing pornography. Overall, filters were assessed as a relatively mature and effective option for preventing access to online pornography, particularly for younger children who are less likely to try to circumvent these technologies and for whom over-blocking of information is less of an issue.

However, while these technologies can be effective, there are also challenges. According to recent research commissioned by DITRDA, 45% of parents and carers in Australia do not use any parental controls.\textsuperscript{47} The research found “it was evident that not all parent/carer participants were aware of the full range of parental controls available. This indicates that online safety education and support for parents is a broader, ongoing need”.\textsuperscript{48} Other potential barriers to applying these options include low digital literacy and the cost of these technologies.

Government and the online industry both have a role to play in addressing these challenges. Notably, France recently introduced legislation for parental control tools to be built into all smartphones and internet-connected devices sold in France at no additional cost, with parents prompted to switch it on for devices provided to their children.
Experiences of 10-13-year-olds and relevant complementary measures

eSafety’s research found 39% of 16-18-year-old participants who had seen pornography had done so before they were 13. Those who encountered online pornography before the age of 13 were more likely than others to say they subsequently encountered online pornography frequently (several times a day). This was also reflected in UK research which found that those who viewed online pornography at age 11 or younger were more likely to access pornography frequently.

Children in this age group may be more likely than younger children to have unsupervised access to devices. At this age, children generally are not permitted to have their own accounts for many online services, including social media services, which may be a conduit for online pornography. However, enforcing a relevant minimum age requires services to employ effective age assurance measures. While many online services have minimum ages of 13+ to sign up for accounts, they often rely on users to self-declare their age, and research has found many children provide false ages. UK research found 60% of children under the age of 13 who use social media accounts have their own profiles, despite not being old enough – and 39% of children aged 8-12 with a social media profile have a user age of 16+. This means age-specific safety measures will not be properly enabled and therefore will not be effective.

Accordingly, online services should – and some do – employ other measures to detect underage users. This can include AI profiling and user reporting mechanisms to identify potential underage accounts. This may result in accounts being suspended until the user verifies their age, for example, by providing a hard identifier such as government ID.

While age gates based on self-declaration present no barrier to those who want to evade them, it is important to acknowledge they can, in some circumstances, serve an important role in preventing unintended access to online pornography. For example, if a user follows a link to a site not knowing what it contains, the age gate requires confirmation from the user they wish to pass the age gate to enter the website and see the content.

Consequently, during consultation, some stakeholders suggested this creates an important signal for children to understand the content is not meant for them and provides a point of reflection and conscious decision to continue. This reduces unintentional and unwanted encounters and may deter some children from proceeding to view the content. Notably, of the top five most accessed pornography sites from Australia, only XHamster.com is age gated.

Unintentional and unwanted encounters can also occur through messaging of links, images, or videos, including in group chats. Messaging services both within and outside social media platforms should build in features to safeguard against this. For example, Apple allows parents to turn on tools in the Messages app to warn children within their Family Sharing plan when receiving photos that contain nudity.

In addition, the safety technologies discussed above – filters, safety and privacy settings, and parental controls – can continue to be applied at various levels for children in this age group, including at the account level if the child’s age is properly configured (for example, on a Google account supervised through Google Family Link). However, as children get older, it becomes more likely they may seek to bypass safety features put in place by parents or carers.

Parents may also elect to disable features if they feel their children have outgrown them. For example, in the UK, major internet service providers (ISPs) provide customers network filters to block adult or illegal content. In a 2022 paper, Ofcom found that although 61% of parents are aware of network-level internet filtering tools provided by ISPs, only 27% choose to use them. Some stakeholders felt filters and parental controls tend to take a rigid, heavy-handed approach that leans toward prohibiting questionable material for anyone under the age of 18. They argued there would be benefit in calibrating different experiences and permissions for children as their capacities evolve rather than creating the same experience for all children from 0 through 17.
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Consequently, during consultation, some stakeholders suggested this creates an important signal for children to understand the content is not meant for them and provides a point of reflection and conscious decision to continue. This reduces unintentional and unwanted encounters and may deter some children from proceeding to view the content. Notably, of the top five most accessed pornography sites from Australia, only XHamster.com is age gated.

Unintentional and unwanted encounters can also occur through messaging of links, images, or videos, including in group chats. Messaging services both within and outside social media platforms should build in features to safeguard against this. For example, Apple allows parents to turn on tools in the Messages app to warn children within their Family Sharing plan when receiving photos that contain nudity.

In addition, the safety technologies discussed above – filters, safety and privacy settings, and parental controls – can continue to be applied at various levels for children in this age group, including at the account level if the child’s age is properly configured (for example, on a Google account supervised through Google Family Link). However, as children get older, it becomes more likely they may seek to bypass safety features put in place by parents or carers.

Parents may also elect to disable features if they feel their children have outgrown them. For example, in the UK, major internet service providers (ISPs) provide customers network filters to block adult or illegal content. In a 2022 paper, Ofcom found that although 61% of parents are aware of network-level internet filtering tools provided by ISPs, only 27% choose to use them. Some stakeholders felt filters and parental controls tend to take a rigid, heavy-handed approach that leans toward prohibiting questionable material for anyone under the age of 18. They argued there would be benefit in calibrating different experiences and permissions for children as their capacities evolve rather than creating the same experience for all children from 0 through 17.
Family Friendly Filters

The Family Friendly Filters program is operated by the Communications Alliance, an association which represents the Australian communications industry. The aim of the program is to test, certify and promote high quality filter products to the public to encourage safer internet access for children and families.

All filter products are eligible to apply to be part of the program. In order to be certified, a filter must undergo independent testing to ensure it meets criteria intended to correspond to the national Classification Guidelines for films and computer games. These include effectiveness, ease of use, configurability, availability of support, and agreement by the filter company to update the filter as required.

There are four levels of classification for certified filters which align to age groups depending on their risk of under-blocking age-inappropriate material and of over-blocking age-appropriate material:

- **Unclassified**: Recommended for people 18+
- **Class 1**: Recommended for children over 15 years of age
- **Class 2**: Recommended for children between 10 and 15 years of age
- **Class 3**: Recommended for children under 10 years of age

Complementary measures and a holistic approach

The approach of independently testing products and classifying them according to age segments has potential to address the previously identified need to adjust safety settings over time as a child grows and develops. However, it is unclear to eSafety how well known the program is among the Australian public, as Communications Alliance does not have data on consumer awareness and uptake.

Stakeholders had differing views about the appropriate age to begin talking to children about online pornography. However, many felt this education needs to begin in upper primary school, in an age-appropriate manner, given the early age of first encounters. This is discussed in more detail below. International guidance developed by the United Nations Educational, Scientific and Cultural Organisation (UNESCO) suggests discussions of online pornography literacy and gender stereotypes should begin from ages 9-12.

Experiences of 13-15-year-olds and relevant complementary measures

eSafety’s research found 47% of 16-18-year-old participants who had seen online pornography first encountered it when they were 13, 14 or 15 years old. Altogether, 86% of the participants in our survey who had seen online pornography had done so before the age of 16. This is broadly consistent with other Australian research, which found the average age of children first viewing online pornography was 13.

According to Australia’s National Research Organisation for Women’s Safety (ANROWS), from age 14+, viewing pornography may be an age-appropriate sexual behaviour.

This was echoed in our consultations. However, many stakeholders pointed out there is an important distinction between children displaying an age-appropriate interest or curiosity in certain material, and that material being age-appropriate for them to view.

At this age, more children are using their own devices, and often doing so without supervision. At 13, children can create their own social media accounts, according to the terms of service or community rules of most major services. Some 13+ online services allow pornography (for example, Discord, Reddit, and Twitter) while others do not (for example, Instagram, Facebook, Snapchat, and TikTok). Children report regularly seeing pornography across both services that do and do not allow it. Common places reported in our survey of 16–18-year-olds included social media feeds (35%), ads on social media (28%), social media messages (22%), group chats (17%), and via social media private group/pages (17%). According to recent research from the UK Children’s Commissioner, Twitter is the online platform where 16-21-year-olds were most likely to have seen pornography. Of those who had seen pornography, 41% reported having seen it on Twitter. Dedicated pornography sites were the next most likely platform (37%), followed by Instagram (33%), Snapchat (32%), and search engines (30%).

\[\text{International guidance developed by the United Nations Educational, Scientific and Cultural Organisation (UNESCO) suggests discussions of online pornography literacy and gender stereotypes should begin from ages 9-12.}\]

\[\text{According to Australia’s National Research Organisation for Women’s Safety (ANROWS), from age 14+, viewing pornography may be an age-appropriate sexual behaviour.}\]

\[\text{This was echoed in our consultations. However, many stakeholders pointed out there is an important distinction between children displaying an age-appropriate interest or curiosity in certain material, and that material being age-appropriate for them to view.}\]

\[\text{At this age, more children are using their own devices, and often doing so without supervision. At 13, children can create their own social media accounts, according to the terms of service or community rules of most major services. Some 13+ online services allow pornography (for example, Discord, Reddit, and Twitter) while others do not (for example, Instagram, Facebook, Snapchat, and TikTok). Children report regularly seeing pornography across both services that do and do not allow it. Common places reported in our survey of 16–18-year-olds included social media feeds (35%), ads on social media (28%), social media messages (22%), group chats (17%), and via social media private group/pages (17%). According to recent research from the UK Children’s Commissioner, Twitter is the online platform where 16-21-year-olds were most likely to have seen pornography. Of those who had seen pornography, 41% reported having seen it on Twitter. Dedicated pornography sites were the next most likely platform (37%), followed by Instagram (33%), Snapchat (32%), and search engines (30%).}\]
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Services which do not allow pornography

If a service does not allow pornography, this should be clearly set out in the terms of service or community rules, and such terms or rules should be enforced. This requires services to have accessible and effective mechanisms for users to report pornography they encounter on the service, as well as proactive content detection tools. As part of its review, Enex Testlab assessed an artificial intelligence (AI) content moderation service that can be configured with a range of modules which detect and moderate various types of content and activity for the online services which purchase it. This includes detecting underage users (for example, those who have created accounts with a false age) as well as detecting sexual content, depending on the client service’s configurations. Based on interviews with three clients running large online services, Enex Testlab concluded the technology is successfully deployed in the marketplace with good results.

Services which do allow pornography

If a service does allow pornography, but also allows users under the age of 18, it should put in place effective safeguards to prevent younger users (and those who do not wish to see pornography) from encountering this content. This requires more robust age assurance measures than self-declaration, coupled with age-appropriate safety features enabled on accounts by default so pornography is not recommended to, or accessible by, younger users.

Some services rely on the user community to assist with moderation efforts. For example, users tag adult content as ‘sensitive’ or ‘not safe for work’ (NSFW). In these circumstances, rules need to be enforced, with consequences for users who fail to follow tagging requirements. Such tools should be properly calibrated in consultation with the user community, so they meet users’ needs and avoid over-blocking (especially of marginalised users). This will increase the likelihood of user uptake. For example, Twitter initially introduced a requirement for users who regularly share adult nudity and sexual behaviour to mark their accounts as sensitive, which removes their content from recommendations to general audiences and places it behind warning messages. Following feedback from the user community that people may be disincentivised from marking their entire account as sensitive since this could limit their reach to new audiences, Twitter introduced the option to mark individual Tweets as sensitive to provide a more targeted and proportionate approach and increase user compliance with the rules.117

Services for the purpose of pornography

If a service is dedicated to online pornography, it should have a very clear 18+ policy and meta tags, such as the Restricted to Adults (RTA) label, should be applied to make sure the site is blocked by any filters that may be in place for children. All explicit content should be placed behind an age gate, rather than on the landing page, and videos should not auto-play. Age assurance measures should be in place to confirm users are over 18.

There is a clear concern people may simply click away from a site or close a service if they are uncomfortable with the age assurance measures it applies and seek the same or similar content somewhere else. In our consultations, stakeholders emphasised that measures which create too much friction have the potential to deter users from accessing compliant sites. Instead, they may follow the path of least resistance toward sites which do not comply with age requirements – and may also contain more extreme and harmful content.

Accordingly, consideration should be given to complementary interventions in other parts of the digital ecosystem to prevent a child from landing at a pornography site in the first place, as well as preventing non-compliant sites from being surfaced at the top of search results.

The role of online search and other gatekeepers

Most visits to websites start with a search engine. Semrush data obtained in February 2023 indicates there are more than 18 million monthly Australian searches for the top five most visited pornography websites. Of the 16-18-year-olds we surveyed who had seen online pornography, 59% said they had intentionally searched for it.118 Search engines can therefore play an important gatekeeper role in reducing children’s access to this content via search. Google SafeSearch, which hides sexually explicit content from Google search results by default for certain accounts, and SafeSearch Blur, which blurs explicit media by default for all users, are good practice examples of complementary measures.119

Other entities within the digital system with the potential to play a similar gatekeeper role and significantly influence user safety include app stores,120 browsers,121 and device manufacturers.122
However, measures applied to protect children should not unduly restrict the rights of adults to create, access, and share lawful content. In addition, any such efforts should be balanced against the need to preserve age-appropriate access to sexual health and wellbeing information and support.

Age policies for parental controls

While parents and carers can continue to use filters, safety and privacy settings, and parental controls for teenagers, at this age, their children may be likely to bypass those features, and might have legitimate reasons for doing so. For example, stakeholders raised risks associated with the use of parental controls in families where sexuality is not discussed in an open and supportive manner or where violence or coercive control is involved.

Notably, some companies have made policy decisions about the age at which children can decide for themselves when to end parental supervision, subject to local laws which may specify a higher age for children in a particular country. For example, Australian children whose Google accounts are supervised through Family Link have the option to turn off parental supervision or to allow their parent to continue managing their account at age 13. Parents do not have the ability to override this decision. Examples of countries that have established higher minimum ages for children to manage their own accounts include Austria, Chile, Cyprus, Italy, South Korea, and Spain (age 14), Czech Republic, Greece, Serbia, and Vietnam (age 15) and Aruba, Croatia, Germany, Ireland, Netherlands, and Slovenia (age 16).

Similarly, when an Australian child turns 13, they are permitted to maintain their own Apple ID account without participating in Family Sharing, regardless of their parents' views. However, children may be incentivised to continue Family Sharing if their parents are paying for their access to services like Music and TV. In addition, parents can lock the Content & Privacy Restrictions within the Screen Time app on a child's device by protecting them with a passcode linked to their own Apple ID and password, regardless of the age of the child.

In eSafety’s research from 2018, parents’ views on appropriate interventions also reflected the evolving capacities of their children. Parents of children between the ages of 13–17 were more likely to favour education (81% versus 58%) and less likely to favour monitoring (71% versus 89%) than parents of children aged 6–7 years about issues of online pornography.

Experiences of 16-17-year-olds and above and relevant complementary measures

eSafety’s research found 10% of participants who had seen online pornography first encountered it when they were 16 years old. Only 4% were 17 or 18 when they first encountered it, as the vast majority had already seen it by then.

As noted above, in most states and territories in Australia, the age of consent for sex is 16. In our focus groups with 16-18-year-olds, and eSafety’s survey of 16-18-year-olds, we found one in two respondents think the age of access to online pornography should match the age of consent. eSafety notes that developments in the metaverse and immersive technologies come with a blurring of lines between content and activity, as our online interactions shift from exchanging distinct pieces of content to live and synchronous interactions. In the online pornography context, this could precipitate a change from simply encountering sexual content to engaging in sexual experiences, raising questions about the applicable minimum age and necessitating far more robust age assurance measures to protect younger children from exploitation and abuse.

By age 16 or 17, most Australian children have received some form of sexuality and respectful relationships education, but there are significant gaps. Some children are not likely to get this information at home or at school, and where they do get information, it might not be relevant or inclusive. Teenagers’ ability to access judgement-free information independently or from frontline workers is discussed in the ‘education’ section below.

Unintentional access

One of the themes arising from both the quantitative survey as well as focus groups with 16-18-year-olds was the pervasiveness of online pornography and the feeling of constantly seeing it unintentionally. Participants typically felt very negatively about unintentional encounters with online pornography, describing them as unwelcomed, unwanted, and disempowering.

Unintentional access occurs through searches for other content, pop-ups, group chats, and social media feeds. Recommender systems can contribute to the inappropriate content and accounts being displayed to children unexpectedly, especially where weak age assurance measures lead to accounts failing to reflect their true age.

Research submitted to eSafety recognises sexual agency, or being in control of one’s own sexuality, as an important domain of healthy sexual development for children and young people. This was echoed by participants in our survey and focus groups, who emphasised young people’s ability to make decisions about what is best for them regarding online pornography. The emphasis they placed on having agency over viewing pornography was centred both on being able to choose when they intentionally view pornography and being able to choose when not to see pornography and avoid unintentionally encountering it in locations outside of pornography sites.

Minimising the potential for unintentional encounters with online pornography – and giving users control over their experience and what they see – is consistent with a Safety by Design approach, which aims to create a safer and more inclusive digital ecosystem, particularly for those most at risk of harm.
Safety by Design and user empowerment

Safety by Design encourages industry to anticipate potential harms and implement risk-mitigating and transparency measures throughout the design, development, and deployment of a product or service. This approach seeks to minimise any existing and emerging harms that may occur, rather than retrospectively addressing them after they occur. A key principle of Safety by Design is user empowerment and autonomy.

There are a range of good practices that can be applied to give effect to this principle, including enabling users to identify the types of content they do and do not wish to see, and to alert the service if they are being served content they do not like.

For example, xHamster.com, a popular pornography site, enables users who have watched 10 or more videos to reset their recommendations. This clears a person’s viewing history, which could reduce the potential for unwanted content silos of increasingly extreme pornography. Similarly, Instagram, a social media service which does not allow sexual activity, provides users with a level of control over their recommender system through feedback loops allowing them to flag types of sensitive content they do not want to see in suggested posts. This includes content that may be sexually suggestive.

In March 2022, Google announced it was using advanced AI technologies to improve its understanding of whether searchers are truly seeking out explicit content, helping to reduce a user’s chances of encountering these results unintentionally. Google announced this had been especially effective in reducing explicit content for searches related to ethnicity, sexual orientation, and gender, which can disproportionately impact women and especially women of colour.

Safety expectations which are already in place, and avenues to promote or mandate complementary measures

As set out above, the Act already has mechanisms in place to help prevent children from encountering online pornography. For example, in addition to the specific Expectation in relation to preventing children from accessing X18+ or R18+ material, there are broader Expectations to have and enforce terms of use, to provide users with clear and readily identifiable reporting and complaints mechanisms and to ensure safe use.

This report will inform future reporting notices to be given by eSafety to online services and any further eSafety guidance issued in relation to the Expectations. It will also inform the development of the second phase of industry codes or industry standards (discussed above) which will focus on measures to prevent and address children’s access to pornography (and other high impact content).

Finally, it can inform eSafety’s broader engagement with industry, including our Safety by Design activities.
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Roadmap

esafety’s proposed next steps

6. Industry engagement and Safety by Design:

• The findings of this report will inform esafety’s engagement and sharing of good practice with the online industry, including through our Safety by Design activities and our Tech Trends and Challenges papers.

• Through the Safety by Design initiative, esafety will continue to raise industry’s awareness of the harms associated with children’s access to online pornography and provide practical information about appropriate interventions.

• esafety will continue to make sure Safety by Design is future-focused by updating existing materials for emerging technologies such as immersive environments.

7. Basic Online Safety Expectations and the development of industry codes or industry standards

• The complementary measures outlined in this report can help inform reporting notices and guidance to be issued by esafety relating to the Expectations. The measures can also help inform the second phase of industry codes or industry standards which will focus on measures to prevent and address children’s access to pornography (and other high impact content).

• These measures include:
  – the provision of clear and relevant safety information, accompanied by targeted awareness raising
  – the provision of filters, safety and privacy settings, and parental controls
  – clear policies in relation to online pornography and enforcement of those policies
  – a clear minimum age to use the service and enforcement of that minimum age through age assurance mechanisms at first access/sign up, as well as ongoing measures to detect underage users in appropriate circumstances
  – the application of age gates and pornography-free landing pages
  – the application of age-appropriate safety and privacy settings to the accounts of younger users
  – accessible and effective mechanisms to report (unrestricted) online pornography

  – proactive content detection and moderation technology, which is subject to appropriate and accessible appeals processes and continuously improved in consultation with the user community
  – the provision and enforcement of tools for the user community to apply tags to sensitive content and accounts, and effective measures to make sure they are not promoted to younger users
  – the provision of features for users to control their experience and the type of content recommended to them
  – efforts to minimise unintentional encounters, for example, by improving accuracy of search results and blurring sensitive content
  – ongoing investment and innovation in development of tools and the above measures transparency reporting.

• Additional considerations to inform these processes include:
  – the ability to calibrate different experiences and permissions for children which can be adjusted as their capacities evolve
  – whether Australia, like other countries, should consider applying a higher minimum age than 13 for children to override parental supervision on their accounts
  – the cost of safety measures, and how much of this cost should be borne by consumers versus industry
  – whether safety measures are in-built and on by default
  – how to reduce any barriers to third-party safety measures
  – the inter-relationships between various entities within the digital ecosystem, and the opportunity to leverage these connections to improve safety outcomes and reduce the potential for unintended consequences.
eSafety recommends the Australian Government

3. Fund eSafety to:

- Develop bespoke Safety by Design resources on good practice in relation to age assurance and complementary measures to create safe and age-appropriate online spaces.
- Establish an online safety tech centre which serves to support parents, carers, and others to access, understand, and apply safety technologies that work best for their family’s circumstances as one part of a holistic approach to online safety. This centre could also support schools in relation to the use of safety technology, in partnership with state and territory governments, as discussed in the next section.

4. Conduct further work to:

Determine the extent to which the cost, availability, awareness, or any inherent practicalities associated with safety technologies such as filters and parental controls present a barrier to their uptake by Australian families.

Education and awareness raising

Activities for awareness raising and education for the public

The importance of education was highlighted frequently in the research submitted to, and conducted by, eSafety, as well as in the consultations held across nearly all stakeholder groups – including children and young people themselves.

Consultations and research highlighted that a range of educational measures are necessary to address the harms to children associated with online pornography. There is a wealth of existing initiatives and good practice to build on in this space, and an array of new work commencing – particularly in the areas of consent, respectful relationships, and prevention of gender-based violence.

The measures should:

- support children and young people to understand the content they see online, including online pornography, critically think about its purpose and the narratives it contains, and know how to seek help or help themselves when they see unwanted content which makes them feel uncomfortable
- equip trusted adults in children's lives, including parents and carers, educators, frontline workers, and others who work with and support children and young people with the skills and knowledge to have conversations with children about online pornography
- address some of the specific harms associated with online pornography, including by providing inclusive sexual education (reducing the need for children to seek out other sources which are not intended to be educational) and addressing concepts such as consent, safe sexual practices, and respectful relationships.

Many factors can impact the potential for online pornography to harm children. There was greater agreement among the stakeholders we consulted about the potential harm to younger children as opposed to older teens. Younger children are more likely to lack the capacity, context, and support to critically analyse what they are seeing and temper its influence. Any measures must reflect the evolving capacities, needs, rights, and best interests of children across different ages and stages.

eSafety’s research indicates educational measures and awareness raising activities should cover:

- how age assurance tools work and what measures are in place to protect children’s (and others') safety, privacy, and security
- how people can access and apply safety technology and tools, such as parental controls and search filters (this was raised as a particular concern for parents in submissions and consultation).

There are opportunities for government and industry to do more to raise awareness of, and to educate people on, the use of existing and emerging safety tools. Educational and awareness raising activities should target specific audiences with tailored content.
For parents and carers

It is important to equip parents and carers with the right information and tools to have sufficient information to confidently address these issues.

In 2018, eSafety’s research with parents of 6–17-year-olds found only 41% of parents had spoken with their children about pornography, 27% of parents who had not spoken with their children about pornography were waiting for the child to be a teenager or older and 22% felt it was best to wait until the issue came up. Our 2022 research with children reveals it is too late to wait until teenage years, as many children see online pornography at 13 or younger.

It is important to inform parents and carers how to have conversations about pornography in a helpful, supportive, and shame-free way to prevent and mitigate harm. The eSafety parent portal provides scripts to help parents have difficult conversations, including on how to speak with children about online pornography at different ages and developmental stages.

A third of the young people we surveyed said parents are not equipped to support young people to manage the impacts of online pornography (41% of LGBTIQ+ young people) and 38% said education should be provided to parents and carers so they can better support young people with this issue.

Research demonstrates that where children’s encounters with pornography result in harm, some of that harm stems from the subsequent negative reactions of trusted adults (such as anger or shame) as opposed to the material itself. This may include families where sex and sexuality are not discussed in an open and supportive manner, or where family, domestic, or sexual violence is a factor in the home. Education for parents and carers needs to be tailored to meet the needs of different families, including by accounting for cultural and linguistic diversity, and to address potential barriers to constructive dialogue.

eSafety’s existing advice for parents and carers about choosing and using parental controls includes guidance on our website, an information video, and factsheets (Parental controls in social media, games and apps, and parental controls on devices and accounts). Support for parents and carers is also available from online safety education providers who have been endorsed under the Trusted eSafety Provider Program. NGOs supported through eSafety’s Online Safety Grants Program also offer other sources of inclusive citizen-focused online safety education resources for parents and carers.

eSafety also provides advice and resources to support parents and carers to start age-appropriate conversations, including ‘Online porn’ and ‘Hard to have conversations’. This information is segmented by developmental stage, including advice targeted to parents and carers of young people aged 5-12. We worked with Dr. Justin Coulson, parenting expert on this guidance. Many other organisations provide similar advice.

Further work and awareness raising about the availability of these tools and information is required. One of the specific areas of need identified in submissions and consultations, especially for parents of younger children, was education and information for parents and carers on how to access and apply safety technology and tools. Stakeholders involved in our consultations highlighted that parents who are less comfortable using technology can be more restrictive of their children's internet use due to fears of online harms, including accessing pornography. This can result in children and young people missing out on beneficial educational content and social interactions online.

In our consultations, online services and industry associations highlighted a variety of parent resources provided by social media services, search engines, internet service providers, telecommunications companies, and others. Some stakeholders pointed out challenges in reaching parents with this information.

They pointed to the benefits of partnering with NGOs and other specialist organisations as well as facilitating parent-led, peer-to-peer education and information sharing, including through parenting groups on social media. This was an area where many stakeholders felt government could help, including potentially through the creation of an online hub for parents to access information and online safety tools or programs.

It was also noted that parent’s digital literacy and low awareness of these technologies are only some barriers to their uptake. Other barriers include cost, challenges with installation, and parental perceptions about their efficacy and appropriateness.
Resources for parents and carers should equip them with the information and skills needed to have conversations with children about online pornography (including the nature of mainstream online pornography and why and how children may access it), as well as offer advice on how to talk to and support their children – both educationally and through technical measures.

eSafety recognises there are challenges in reaching parents with online safety information, a point noted by many stakeholders. More should be done to make parents and carers aware of existing resources available to them. There is scope to explore pathways to increase parental awareness about pornography and its harms, including encouraging uptake of available online safety tools, such as through a national public education campaign, or working with specialist organisations.

**For educators**

Like parents and carers – and in line with good practice frameworks – educators should be equipped to have conversations with students about online pornography in a way that is safe and supportive for all parties. This is important not only to make sure educational messaging about pornography, sex, consent, and respect is delivered in an effective way, but also to prepare the school and its staff to address any pornography-related incidents that arise either at school or within the school community.

The education authorities and providers we consulted identified incidents at schools involving students' use of pornography. They observed an increase in reports from teachers and students of peer-to-peer sharing of online pornography and noted this was happening in primary schools as early as year 1 or 2.

While some teachers and school wellbeing staff are highly trained and well equipped for these discussions, consultation participants reported that the level of confidence in discussing these issues with students varies widely. Many feel inadequately prepared and resourced to discuss pornography with students. Tailored material is needed to assist them in having safe and age-appropriate conversations.

Professional learning and guidance for educators should include information on the safety tools available to prevent access to online pornography, and methods for integrating modern online pornography discussions into sex education and respectful relationships topics.

This can be provided to educators through pre-service teacher training, ongoing professional development courses, or resources and communities of practice. Some educators said it may be more effective to build this content into ongoing professional development rather than pre-service training curriculum, as there may be more opportunities to update content to reflect any changes. Stakeholders also encouraged content which helps educators speak with parents and carers, as well as students. Such training should also be bolstered through school policies and procedures to support educators and create a safe and inclusive culture.

Existing measures, gaps and opportunities for improvement, and good practice in training delivery are explored in our background report.

In addition to having policies and procedures in place (e.g. technology usage agreements and codes of conduct), stakeholders discussed some of the technological approaches to preventing students’ access to pornography at school or on school-based devices. Measures included device-level filters, network-level filters, proactive scanning for certain language, and individual incident alerts on the school Wi-Fi network. It was noted content filters and restrictions could either be applied to the whole school population or by year group to align with age appropriateness.

Challenges implementing these measures were also identified, such as students using mobile hotspots and personal devices (not subject to school controls) to avoid the school's content filters and restrictions.

Stakeholders told us even the most robust safety settings and controls will not provide a ‘silver bullet’ solution, highlighting the importance of a more holistic approach. They raised the importance of having robust and evidence-based policies, procedures and resources for students, staff, and parents and carers to prevent and address pornography-related incidents involving the school community. In addition to promoting eSafety's existing online safety education resources, there is the opportunity to leverage insights from the roadmap research, consultation process, and the background report to develop further evidence-based resources for teachers and schools.
For frontline workers and others working with children

Frontline workers, and other professionals working with or providing care to children and young people, should be provided with resources and guidance to address online safety issues in children and young people's lives. This includes discussing online pornography in an informed, safe, and judgement-free way with justice and community services, allied health, out-of-home care, and flexible learning environments.

The role of people working with children is potentially more important for those children and young people who have experienced instability or uncertainty in their home environments. This may be particularly true in situations where they have already developed a potentially unhealthy relationship with pornography or are at risk of doing so, including those who have engaged in harmful sexual behaviour or been subjected to sexual abuse.

Some young people may be more likely to seek support and information from other sources. Young people surveyed who speak English as a second language at home indicated they were more likely to seek information and advice about online pornography from support services, compared to young people who do speak English at home.

Consultation participants felt out of home care, youth, and allied health workers in particular should be upskilled on how to respond to a broad range of online safety issues – including access to pornography and in identifying the signs a child may be having negative online experiences. This is particularly relevant, as issues relating to online pornography can cut across many topics, including body image, mental health and wellbeing, relationships, and sex, sexuality, and sexual health.

eSafety has existing resources available for frontline workers, including the eSafety Frontline Worker Training and Association of Children's Welfare Agencies (ACWA) Resources for Out-of-Home Care Workers. There is the potential to incorporate information about the impact

and prevalence of online pornography, age assurance and other online safety tools into this training. This is especially so for residential care, and youth and allied health workers, who consultation participants felt should be upskilled on a broad range of online safety issues – including access to pornography.

For children and young people

In our research, young people were critical of the way sex and relationships education was delivered. This is broadly consistent with other recent Australian research which finds sex education in schools is delivered inconsistently and with varying levels of efficacy.137 However, 16-18-year-olds in our research also saw a role for inclusive, stigma-free education in mitigating the potential harms of pornography and in supporting them to navigate encounters with online pornography.

eSafety consulted with children and young people, academics, educators, and child rights experts on what education for children about online pornography should look like and how it should be best delivered. eSafety also mapped out the existing resources. This is further explored in our background report. There was broad agreement programs and resources should be underpinned by established good practices in online safety, sexualty, respectful relationships, and pornography education.
Education and awareness raising

Education for children and young people should:

- start with foundational skills at an early age and build over time
- be informed by best practices
- involve young people’s voice, perspectives and participation in design and delivery
- be inclusive, strengths-based, and stigma free
- use a whole-of-school approach
- be integrated and co-ordinated
- include support outside of the school environment.

Age-appropriate education about the concepts of consent, respect, and online safety are largely accepted as being necessary from the earliest ages. Skills which support young children develop resilience, respect, critical thinking, help-seeking, and protective behaviours online are foundational skills which can be built on in subsequent learning to address specific risks and harms.

Stakeholders offered different perspectives on when it is best to include pornography-specific education. There is discomfort and uncertainty among parents and educators about when and where to have conversations about online pornography with younger children, in a way that promotes their best interests. eSafety heard many schools are hesitant to discuss online pornography, particularly in primary school, due to concerns about appropriateness or student wellbeing. This also points to the need for resources for schools and educators to support them to respond to pornography related incidents and teach skills relevant to these issues.

In 2020, eSafety commissioned a Best Practice Framework for Online Safety Education, which establishes a nationally consistent approach to delivering high quality online safety education programs in Australia. It includes clearly defined elements and effective practices to support a whole-of-school approach for creating a safe online environment.

The review which supported the framework suggests effective online safety programs about online pornography include sex education; address the messages boys and girls take from pornography and how they differ and influence their relationships; and consider gender equality, drivers of gender-based violence, sexual harassment, coercion, consent, and victim blaming.

Youth participation and co-design can help to make sure messaging is relevant, relatable, authentic, and effective. Youth engagement is also vital to make sure the content is meeting young people’s needs. Our research found 42% of the 16-18-year-olds surveyed (and 58% of LGBTIQ+ respondents surveyed) felt current education about sexuality and relationships does not meet young people’s needs. Research and consultations pointed to the importance of providing balanced and non-judgemental education and support for children and young people to navigate these issues.

Both children and young people and adult experts emphasised it can be helpful to incorporate a collaborative, peer-to-peer approach to education on these topics, as young people often turn to their peers for support and advice about sex and relationships.

Education should allow for an exploration of diverse perspectives in a way that is constructive, trusting, and respectful.

The needs of diverse communities

In one study, one third of LGBTQ+ students in secondary schools reported never having any aspect of LGBTQ+ people mentioned in a supportive or inclusive way during their relationship and sex health education. A strong theme in the consultations, backed up by other evidence, was some pornography can be validating and affirming for those who do not see themselves represented in mainstream media and sex education, particularly LGBTQ+ young people.

Children and young people with intellectual disability or who are neurodivergent may likewise find their sex and relationships education lacking in representation of their experiences, lacking in support for their specific needs, or simply lacking from their education. Tailored resources about online pornography can be helpful for these young people and their families.

Education which applies a gender lens and is inclusive of all sexualities can increase resilience to sexist and violent scripts commonly found in mainstream pornography. It may also reduce the likelihood that LGBTQ+ young people find their sexual education inadequate and seek out information from other sources such as pornography.

As outlined earlier in the roadmap and in our background report, there is a need for educational resources to be catered to the specific needs and circumstances of all children. Resources should enable educators and children to engage with these issues in a way that is culturally safe and inclusive. Stakeholders suggested the need for resources tailored for specific groups, such as First Nations children, LGBTQ+ children, culturally and linguistically
diverse (CALD) children, and children with disabilities. These resources should support educators to understand the different contexts in which children access or engage with online pornography and how that affects their understanding of sexual identity, expression, and healthy relationships.

Need for consistency, flexibility, and coordination

A whole-school approach includes a supportive school climate, curriculum, and wellbeing teaching and learning activities, as well as robust policies and procedures, staff professional development, student voice and agency, and parent/carer, and community partnerships.

While some education sectors in Australia provide and support age- and stage- appropriate teaching and learning and resources for respectful relationships as part of a whole school approach, there is no consistent curriculum for respectful relationships in Years 11 and 12. Our consultations pointed to multiple intersecting policy developments in different parts of the Australian Government and called for greater coordination across government and the creation of a national coordination mechanisms for respectful relationships education and policy. There is a wealth of existing initiatives and good practice to build on in this space, and an array of new work commencing – particularly in the areas of consent, respectful relationships, and prevention of gender-based violence. There are also multiple areas of the curriculum where further education about online pornography can be integrated.
Key curriculum general capabilities include:

- **Digital literacy.** Element: Practising digital safety and wellbeing – in particular, students develop the appropriate skills and strategies to address online content risks and negative online social interactions. It assists students to adapt to new ways of doing things as technologies evolve and to protect their own safety and the safety of others.

- **Critical and creative thinking** – Critical thinking to teach students the skills of using information, evidence, and logic to draw reasoned conclusions and to solve problems.

- **Personal and social capability** – Supporting students to develop social and emotional skills and providing the foundation for students to navigate their relationships.

- **Intercultural understanding** – combining personal, interpersonal, and social knowledge and skills.

ACARA’s curriculum connections for F-10 allow educators to draw connections across the dimensions of the Australian Curriculum. The Online Safety and Respect Matters curriculum connections (Version 8.4) support both the teaching and learning of online safety and address respectful relationships education through the curriculum schools deliver.

eSafety also heard through submissions and consultation there is benefit to programs targeting young people to provide them with independent and accessible means to receive robust sexuality and respectful relationships education. Community-based programs can support children and young people outside of mainstream schooling systems and could involve flexible learning centres, community health centres, out-of-home care, and in youth justice programs. Stakeholders also emphasised the value of having online sources of reliable, trustworthy, and age-appropriate information about online pornography so children can access it privately and independently.

Age-appropriate, inclusive, evidence-based, and stigma-free education about online pornography (and the related topics of online safety, sexuality, consent, and respectful relationships) are integral to addressing the harms associated with online pornography. Educational material should be co-designed with young people and informed by the specialist research mentioned earlier in this roadmap to make sure it is also tailored to and inclusive of cohorts currently underrepresented. eSafety can play a role in the development, promotion, and coordination of these measures.

### Education and awareness raising

#### Public awareness to support the implementation of age assurance

The introduction of any technical measures should be supported by communication and awareness-raising initiatives to bring the public along on the journey. eSafety's public perceptions research raised two main insights in relation to the public's knowledge and opinion of age assurance. First, when unprompted, only 51% of the public are familiar with the concept of age verification and 18% with age estimation. Second, although 78% of people surveyed were supportive of the idea once they understood its meaning, 24% expressed scepticism around its effectiveness, 17% stating concerns about data security/identity theft, and 6% raising concerns about privacy of personal information.

In response to this evidence, and if government decides to trial age assurance technologies, eSafety recommends this be accompanied by public education and awareness-raising efforts to build public knowledge and trust in the initiative.

This should include information about:

- what age assurance is: the various types of assurance available and the different levels of assurance required for various use cases
- what measures are in place to support user privacy, including:
  - what information is stored, collected, and used by age assurance providers
  - how the double-blind approach works
  - how information can be stored securely using a digital wallet and the ability to share an ‘attribute’ of identity
  - protections under relevant privacy legislation
- options to use alternative technical mechanisms if one technology provides inaccurate results or is not easy to access.
Education and awareness-raising efforts can be implemented by sharing findings online and holding events with subject matter experts. If a pilot proceeds to Beta testing with real users and environments, as was done recently in UK grocery stores, this would also aid public engagement, facilitating trust across use cases, and promoting greater adoption.

Child- and young person-friendly information should also be available and informed by consultation with children and young people.

In addition, the existing resources which are available, and any new resources developed to fill gaps, should be supported through awareness-raising efforts. As noted above, there is a wealth of knowledge in NGOs, educational organisations, and across government. Mechanisms to coordinate these efforts could help raise the profile of existing effective educational resources and ensure consistency and continuity of good practice.

### Roadmap

#### eSafety’s proposed next steps

**8. Resources for young people**
- eSafety resources for young people will be co-designed, and internal and external subject matter experts will be consulted and engaged.

**9. Coordination**
- eSafety will continue working with the Australian Curriculum, Assessment and Reporting Authority (ACARA) to align eSafety’s resources into relevant curricula and highlight resources on sexuality, consent, and respectful relationships.
- eSafety will, where appropriate, continue upskilling Trusted eSafety Providers and support online safety grants recipients with these issues.

**10. Consultation**
- eSafety will continue to consult with the eSafety Youth Council on the development and implementation of education and resources.
- eSafety will continue to consult with the National Online Safety Council (NOSEC) through reciprocal knowledge sharing.

### eSafety recommends the Australian Government

#### 5. Fund eSafety to:

- Review existing resources for alignment with the findings of the roadmap and background report and:
  - work with subject matter experts and communities to develop a suite of evidence-based, age-appropriate educational resources about online pornography for children and young people from a range of backgrounds and life experiences, such as First Nations children, LGBTIQ+ children, culturally and linguistically diverse (CALD) children, children with disabilities, and children who are especially at-risk.
  - develop complementary resources for parents, carers, and frontline workers to equip them to have age-appropriate conversations about online pornography and implement technological tools to prevent and mitigate harm associated with online pornography.
  - update eSafety’s Toolkit for Schools and professional development resources for educators with information about online pornography, including strategies for preventing and managing pornography-related incidents and support pathways for students and families.

- Raise awareness of any new resources among key stakeholders and relevant groups.

#### 6. Consider:

- The Australian Government could partner with states, territories, and non-government school systems and be informed by experts to support schools in the delivery of high quality, age-appropriate, evidence-based respectful relationships education. This could include consideration of resources and professional learning for educators, frontline workers, including social workers and general practitioners on online pornography integrated with respectful relationships education.
- The need for public awareness raising efforts to promote understanding of and trust in any age assurance pilot or mandate.
Consultation

A program of consultation with community, industry, and government stakeholders

eSafety conducted extensive multi-sector stakeholder consultation to inform this report. We are grateful to the organisations who participated in this process, which are listed in Appendix B.

Throughout the consultation process, stakeholders emphasised governments should regulate online content and activity in a way that promotes human rights and supports international and cross-disciplinary collaboration. Measures should be developed in consultation with the NGOs, academics, and researchers working on these issues, and consider the human behaviours, motivations, and the important roles of parents and carers, peers, schools, and other services in children’s lives.

Several other government processes explored in this report also involved significant public consultation, such as the review of the Privacy Act and the consultation on the exposure draft of Trusted Digital Identity Bill 2021.

Stakeholder consultation will continue to be a crucial element of the roadmap’s consideration and implementation. For many regulatory activities within eSafety’s remit – such as the online industry’s development of co-regulatory industry codes or eSafety’s development of industry standards – stakeholder consultation is a legislative requirement.

Appendix A:

Recommendations for the Australian Government

eSafety recommends the Australian Government

1. Fund specialist researchers and experts in working with younger children on sensitive issues to conduct research examining:
   - The content of online pornography that children and young people are encountering.
   - The impacts on and feelings of children and young people.
   - What children and young people are learning from online pornography.
   - Pathways into and factors that influence encounters with online pornography.
   - How emerging technologies and online environments, such as virtual/augmented/extended reality and the metaverse, change the ability to access and the nature of engagement with online pornography, and the potential impacts on children.
   - Attitudes towards and impacts of online pornography among at risk groups, especially those who are underrepresented in current research, including Aboriginal and Torres Strait Islander and culturally and linguistically diverse children and young people.
   - The experiences and impacts of online pornography on children and young people under 16, and especially under 12.

2. Develop, implement, and evaluate a pilot before seeking to prescribe and mandate age assurance technologies for access to online pornography.
   - eSafety recommends a trial of age assurance technologies and the use of digital tokens in the Australian context. This reflects international experience, similar State initiatives such as Service NSW’s digital age verification pilot and aligns with independent technical advice.
   - While eSafety should be involved in the development, implementation, and evaluation of any such pilot, we do not presently have the resources or expertise to lead its delivery.
   - eSafety recommends the Australian Government consider the suggested arrangements on pages 22-25 and 35, including in relation to:
     - a privacy impact assessment
     - collaboration with euCONSENT
     - multiple use cases
     - user choice
     - the range of technologies
     - double-blind, tokenised approach
     - consultation
     - awareness raising
     - comprehensive and transparent evaluation
     - cross-government stewardship.

Roadmap

Next steps

Some of the key points at which further consultation will occur include:

- Phase 2 industry codes or standards
- The development of further education and Safety by Design resources
- The review of the Online Safety Act
3. Fund eSafety to:
   • Develop bespoke Safety by Design resources on good practice in relation to age assurance and complementary measures to create safe and age-appropriate online spaces.
   • Establish an online safety tech centre which serves to support parents, carers and others to access, understand and apply safety technologies that work best for their family’s circumstances as one part of a holistic approach to online safety. This centre could also support schools in relation to the use of safety technology, in partnership with state and territory governments.

4. Conduct further work to:
   • Determine the extent to which the cost, availability, awareness, or any inherent practicalities associated with safety technologies such as filters and parental controls present a barrier to their uptake by Australian families.

5. Fund eSafety to:
   • Review existing resources for alignment with the findings of the roadmap and background report and:
     • Work with subject matter experts and communities to develop a suite of evidence-based, age-appropriate educational resources about online pornography for children and young people from a range of backgrounds and life experiences, such as First Nations children, LGBTIQ+ children, culturally and linguistically diverse (CALD) children, children with disabilities and children who are especially at-risk.
     • Develop complementary resources for parents, carers and frontline workers to equip them to have age-appropriate conversations about online pornography and implement technological tools to prevent and mitigate harm associated with online pornography.
     • Update eSafety’s Toolkit for Schools and professional development resources for educators with information about online pornography, including strategies for preventing and managing pornography-related incidents and support pathways for students and families.
   • Raise awareness of any new resources among key stakeholders and relevant groups.

6. Consider the development of a mechanism for greater national coordination and collaboration of respectful relationships education
   • Ensure the mechanism is consistent with the Monash University report (Respectful Relationships Education in Australia: National Stocktake and Gap Analysis of Respectful Relationships Education Material and Resources Final Report) commissioned by the Department of Education, Skills and Employment in 2021.
   • The Australian Government could partner with states, territories, and non-government school systems and be informed by experts to support schools in the delivery of high quality, age-appropriate, evidence-based respectful relationships education. This could include consideration of resources and professional learning for educators, frontline workers, including social workers and general practitioners on online pornography integrated with respectful relationships education.
Organisations that participated in multi-sector consultation process

- Academics associated with the following institutions:
  - Aston University
  - Burnet Institute
  - London School of Economics and Political Science
  - Middlesex University
  - Queensland University of Technology
  - Technological University Dublin
  - University of New South Wales
  - University of Sydney
  - Western Sydney University

Federal Government departments and agencies consulted

- Attorney-General’s Department
- Australian Cyber Security Centre
- Australian Human Rights Commission
- Australian Competition and Consumer Commission
- Australian Department of Home Affairs
- Department of Infrastructure, Transport, Regional Development, Communication and the Arts
- Department of Education
- Department of Social Services
- Digital Transformation Agency
- Office of the Australian Information Commissioner
- Services Australia

eSafety groups consulted

- National Online Safety Education Council
- Online Safety Youth Advisory Council
- Trusted eSafety Providers

Other

Members of the International Working Group on Age Verification

* One organisation withdrew from consultation.
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27. Online Safety (Basic Online Safety Expectations) Determination 2022 (Cth).

28. Electronic services where the sole or primary purpose is to enable online social interaction between two or more end-users, who can link to, or interact with, some or all other end-users and post material on the service. Online Safety Act 2021 (Cth) s 13.
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30. Other services which allow end-users to access material using an internet carriage service, or which deliver material to persons having equipment appropriate for receiving that material, where the delivery of the service is by means of an internet carriage service. Online Safety Act 2021 (Cth) s 14.

31. eSafety, Industry codes.

32. eSafety’s background report explores these limitations and challenges in depth. For example, it is often very difficult for researchers to recruit enough children and young people for representative study on these topics due to necessarily strict ethical standards, the need for parental consent and current recruitment techniques. Studies submitted to eSafety in our call for evidence varied in their descriptions of pornography and of harm, how they described and captured information about access and the age of participants involved. As such, studies should be compared with care.

33. For example, through our consultations, we spoke to clinical practitioners for young people who have been court-sanctioned for sexual offences. They described discussing pornography consumption with their clients as a potential factor in their behaviour on a case-by-case basis, noting it can be difficult to disentangle any potential impacts of a young person’s pornography consumption from other factors that may have contributed to their harmful behaviours, such as adverse childhood experiences including maltreatment, dysfunctional families, domestic violence, sexual victimisation, or a lack of protective factors.
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